SIDEBAR > ARCTIC DATA MANAGEMENT AND SHARING
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Established and emerging observing technologies provide the potential for expanding our view and understanding of the many dimensions of the Arctic, including its physical, biological, and social domains. New sensors, platforms, survey tools, and a community-driven monitoring program are generating what is referred to as “big data,” a term used to describe not only the size of data resources but also the increasing speed of data collection and delivery, the many kinds of data, and the challenges of establishing the accuracy of these data streams. Without an appropriate system for managing data, observations are ephemeral, and their value is limited.

Data systems are advancing alongside and, in some cases, integrated with observing technologies, with the goal of establishing infrastructure that can support seamless data discovery, access, and usage across data providers and users. Building on decades of development, the current objective is to achieve findable, accessible, interoperable, reusable (FAIR) data (Wilkinson et al., 2016). Moreover, the Arctic is home to Indigenous people who have enduring, unique knowledge and observations of their homeland that are increasingly being documented and shared as part of an evolving integrated observing system. Protocols have been established to ensure that Indigenous people and their organizations are recognized as full partners who are actively engaged in the observing process. The FAIR principles exist alongside the CARE Principles of Indigenous Data Governance—Collective benefit, Authority to control, Responsibility, and Ethics (Russo Carroll et al., 2020)—and other regional and national protocols. These guiding protocols exist as part of an Arctic data “ecosystem” of interrelated and interdependent technologies, information objects, human actors, institutions, norms and practices (including standards), relationships, and the broader socio-technical environment in which it exists (Parsons et al., 2011; Pulsifer et al., 2014, 2020).

The Arctic data management community is deploying and enhancing technologies and methods to ensure that the Arctic data ecosystem can serve all communities and achieve FAIR/CARE data. Underpinned by the collaboration fostered by the International Polar Year (2007–2009) and the resulting formation of bodies such as the Arctic Data Committee (https://arcticdc.org), a growing consortium of polar data stewards and coordinating bodies are collaborating through workshops, conferences, and working groups to make progress (e.g., Polar Data Forum, https://polar-data-forum.org/, and Polar to Global Hackathon, https://arcticdc.org/meetings/conference-calls-webinars/polar-to-global-online-interoperability-and-data-sharing-workshop-hackathon).

For example, the POLar Data discovery Enhancement Research (POLDER) working group has established a Pilot Federated Search tool (https://search-dev.polder.info) that uses a shared metadata profile to connect the many different polar data catalogues hosted by data centers and other institutions. This tool dramatically improves the community’s ability to find data and provides a gateway to access data. Conventional data download sites are still a common method for making data and associated metadata accessible; however, these sites are quickly being supplemented by the deployment of web services or web-accessible application programming interfaces (APIs). These dynamic, “live” services can support near-real-time access to data that does not require users to download data sets to their local environment. Data are streamed, and many different services can be used in combination to support complex modeling and research, while greatly reducing the time and resources required to manage and process data in a user’s local environment. Web services are also contributing to enhanced interoperability—the ability of systems to readily share information and operations. Using standards and specifications such as those developed by the Open Geospatial Consortium (https://www.ogc.org/) and the International Organization for Standardization (https://www.isotc211.org/), data repositories can be connected to incoming data streams generated by new observing technologies, and to different end users including those who are mediating the data (e.g., modelers) or others who may want to simply aggregate data to create broader geographic coverage. Projects such as the Arctic Spatial Data Infrastructure, the Canadian Consortium for Arctic Data Management, and the Global Cryosphere Watch are deploying web services to make data FAIR (https://arctic-sdi.org/, https://ccadi.ca/, https://globalcryospherewatch.org/).

Web services and associated mediation methods are improving data interoperability; however, a major challenge remains—semantic interoperability. Simply transferring data does not guarantee that the exchanged data can be understood and used by the recipient. Data sets include various classes and attributes that have meaning to producers and users, for example, different ocean or atmospheric parameter names, feature classes on a classified satellite image or map, qualitative themes identified and named in a social science research study, and Indigenous knowledge concepts and place names. Interoperability and reuse can only be achieved if the meanings imbued in data elements are explicitly shared along with the data sets. To address this issue, the Vocabularies and Semantics Working Group is collaborating to develop and encourage the tools and methods needed...

In the era of big data, accessing and using very large data sets can be challenging for users with limited storage and computational resources. New observing technologies can produce terabytes of data in a single day, and downloading and managing these data can be time-consuming and costly. New platforms that bring the user to the data rather than data to the user are now available to the Arctic community. For example, the Polar Thematic Exploitation Platform (https://portal.polartep.io/) provides a complete working environment where users can access algorithms and data remotely.

Emerging observing and data management technologies have the potential to revolutionize our ability to understand the Arctic and make informed decisions to meet current grand challenges. A key to realizing this potential is understanding and managing the system’s complexity to improve collaboration and system integration. The Mapping the Polar Data Ecosystem project, currently a joint effort of the Arctic Data Committee, Arctic PASSION, and POLDER, is working to meet this meta challenge that is fundamental to realizing the FAIR and CARE principles (Figure 1).
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FIGURE 1. The Mapping the Polar Data Ecosystem project (https://develop.gcrc.carleton.ca/mdpe/) aims to use the established conceptual framework of information ecology as an analytical tool to help organize ideas and comprehend the complexity of the Arctic and polar data ecosystem. The associated website provides interactive visualizations of different elements of the Arctic and Antarctic data ecosystems.