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Are Any Coastal Internal 
Tides Predictable?

Abstr ac t. Surface tides are the heartbeat 
of the ocean. Because they are controlled by 
Earth’s motion relative to other astronomical 
objects in our solar system, surface tides 
act like clockwork and generate highly 
deterministic ebb and flow familiar to all 
mariners. In contrast, baroclinic motions at 
tidal frequencies are much more stochastic, 
owing to complexities in how these internal 
motions are generated and propagate. Here, 
we present analysis of current records 
from continental margins worldwide to 
illustrate that coastal internal tides are 
largely unpredictable. This conclusion has 
numerous implications for coastal processes, 
as across-shelf exchange and vertical mixing 
are, in many cases, strongly influenced by the 
internal wave field.
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A two-week record of barotropic velocity (top) and temperature (bottom) from the 
New Jersey shelf illustrate the complexity of internal tides in a temporally evolving coastal 
climate. In this case, the internal tide is strongly decoupled from the barotropic forcing; 
shoaling internal tides from remote locations are believed to influence its variability.
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Introduc tion
It may seem odd to use the term “inter-
mittent” when discussing tides. We usu-
ally think of tides as being precise oscil-
lations of the ocean that are forced by 
the gravitational attraction of the Moon 
and Sun. Indeed, this is the case for 
surface, or barotropic, tides. Barotropic 
tides can often be described as linear 
shallow-water gravity waves because 
their horizontal wavelengths are much 
greater than the water depth. As the tide 
moves the sea surface up and down, the 
horizontal water velocity is nearly uni-
form with depth.

The internal tide is a different type of 
wave altogether (Wunsch, 1975). Because 
the ocean is vertically stratified accord-
ing to density, oscillations on internal 
interfaces are possible, supporting what 
are called internal gravity waves. An 
internal tide is an internal gravity wave 
that is generated at a tidal frequency by 
the interaction of the barotropic tide 
with topography. Hence, astronomical 
gravitational forces do not directly gen-
erate internal tides. Internal tides can 
be pictured as perturbations in density 
surfaces that propagate horizontally like 
sine waves. Unlike the barotropic tide, 
wave patterns of the internal tide vary 
with depth because perturbations on 
each density surface may differ slightly 
in phase, amplitude, and frequency. 
Internal tides also differ from the surface 
tide because their horizontal wave speeds 
are much slower than those of shallow-
water waves. This slower speed results 
from internal density differences that are 
much less than the density difference at 
the air/sea interface, and so the natural 
oscillations of internal perturbations 
are much slower than perturbations 
on the sea surface.

Internal tides represent a significant 
contribution to the internal motions 
that occur on many continental shelves 
(e.g., MacKinnon and Gregg, 2003), and 
they are often a dominant energy source 
for turbulent mixing and other transports 
(e.g., Green et al., 2008; Shroyer et al., 
2010a). As a result, they can control 
the timing of phytoplankton blooms 
(through nutrient upwelling; e.g., Briscoe, 
1984) and drive horizontal transports 
in the shallow inner shelf (e.g., Pineda, 
1999). In addition, they can manifest 
themselves into large-amplitude internal 
waves and bores. These internal waves 
and bores can produce strong surface 
convergences and/or intense near-bottom 
currents (Moum et al., 2008) that can be 
a hazard to maritime operations or stress 
offshore structures (Osborne et al., 1978; 
Holloway et al., 2001). Numerous stud-
ies (e.g., Boehm et al., 2002; Noble et al., 
2009) also implicate these nonlinear 
internal tides in cross-shore transport 
to the surfzone, so quantifying their 
influence has practical importance for 
locating sewage outfalls. We care about 
predicting internal tides because their 
energy can change by an order of magni-
tude on seasonal and shorter timescales. 
Such variability may represent a domi-
nant control on the frequency and timing 
of the internal tide impacts in the coastal 
environment. For example, if larval 
recruitment or the occurrence of harmful 
algal blooms can be tied to the internal 
tide, could they be predicted?

Understanding regional predictabil-
ity of internal tides is also relevant to 
coupled physics-ecosystem model predic-
tions of shelf seas productivity and their 
capacity to draw down CO2 from the 
atmosphere. Shelf seas are understood 
to be highly productive, sequestering up 

to 40% of the global annual export of 
particulate organic carbon (Thomas et al., 
2004). In summertime, this production 
is largely fueled by vertical nitrate flux 
into the nutrient-depleted surface waters 
mediated by the internal tide’s energy. 
Large spring/neap variations in this flux 
have been reported (Sharples et al., 2007), 
and it follows that intermittency in the 
internal tide may significantly influence 
the distribution of summertime vertical 
nutrient fluxes in shelf seas.

The internal tide is much less predict-
able than the barotropic tide for two 
key reasons (see Box 1: The Bandwidth 
of Tides). First, the barotropic tide is 
forced directly at the precise frequen-
cies of astronomical gravitational forces. 
The ocean basins respond cleanly to this 
forcing because the amplitude of the 
response (e.g., sea surface height oscilla-
tions) is much larger than other oceano-
graphic variability, even in complex 
coastal regions. Additionally, the ocean’s 
density stratification has only a minor 
effect on modulating the barotropic 
response to astronomic tidal forcing. In 
contrast, the internal tide is generated 
indirectly from astronomical forcing 
through the action of raising the strati-
fied ocean up and down along sloping 
topography by the barotropic tidal cur-
rents. Therefore, the phases, amplitudes, 
and generation locations of the internal 
tide change as the ocean’s stratification 
evolves (Gerkema et al., 2004).

Second, the spatial and temporal vari-
ability of the oceanic background density 
and current fields affects the internal tide 
to a greater extent than the barotropic 
tide because internal-tide wave speeds 
are similar in magnitude to other ocean-
ographic variability, for example, near-
inertial motions, geostrophic currents, 
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The astronomical forcing that generates the barotropic tide can be 
thought of as a sum of forces, each oscillating at a different precise 
frequency. However, the ability to resolve the frequency of such an 
oscillation is determined by the total duration of the oscillation. The 
longer the oscillation’s duration, the more precisely its frequency 
can be resolved. To illustrate with an example, look at a power 
spectrum that shows the energy of the signal as a function of fre-
quency. A signal that has been oscillating forever (infinite duration) 
appears as a line spectrum at four exact tidal frequencies (panel a, 
black arrows). The same sine wave analyzed over a shorter duration, 
say 90 days (dark gray line), has a spectrum that is no longer a sharp 
line, but now has energy spread over a finite frequency band of 
width ~ 1/(90 days) (called the bandwidth); analyzed over a 15-day 
period, the spread and bandwidth are even larger (light gray line). 
The shorter the duration, the wider the bandwidth and the less 
precisely the frequency can be determined (i.e., more frequencies 
are attributed to each spectral estimate). This inverse relationship 
between the duration of the signal and resolving the frequency is a 
form of the famous Schrödinger uncertainty. 

Because the barotropic tide is strongly coupled to astronomical 
forcing, it is well represented by oscillations at precise frequencies 
over long durations. The barotropic tidal response is approximately 
the sum of discrete spectral lines, as schematically illustrated by 
the black arrows in panel a. The internal tide is much less regular. 
Although the barotropic tide, which forces the internal tide, is 
at fairly precise frequencies, ocean stratification varies in time, 
affecting the internal tidal response. Furthermore, as the internal 
tide propagates through the ocean, background currents and 
stratification refract the waves. Thus, the internal tide often appears 
as oscillations with slowly varying frequency and amplitude. Hence, 
the spectral peaks are broader and have greater bandwidth than 
barotropic tides. Another but equivalent way to think of the inter-
nal tide is that the signal has been smeared over a greater frequency 
bandwidth compared with the corresponding precise frequency of 
the barotropic tide. 

The importance of bandwidth is illustrated using example spectra 
of baroclinic velocity from the Maine Channel and shelf, as shown 
in panels b and c. Within the channel, the baroclinic u’ for a 90-day 
duration spectrum is dominated by a single tidal frequency, with 
small contributions from two neighboring tidal peaks (panel b, 
black line). The portion of u’ that comes from the tidal frequencies 
only is H90 (shown by the dashed green line) and represents 81% of 
the variance of u’. If the same calculation is performed with 15-day 
duration spectra (u’ as a gray line, and H15 as a dashed blue line), 
the three peaks are smeared into the broad semidiurnal band, 
and there is no ability to differentiate between exact constituent 
frequencies due to the shortness of the time series. As a result, 
nearly 100% of the variance of u’ is captured by the discrete tidal 

frequencies represented by H15. 
The spectrum from the shelf (panel c) strongly contrasts that 

from the channel. The raw spectrum (black) is not dominated 
by a discrete peak, but instead has contributions at many nearby 
“semidiurnal” frequencies. As a result, only 46% of the variance of u’ 
can be attributed to the four tidal frequencies represented by H90 
(panel c). In contrast, if the data are considered in 15-day periods, 
the bandwidth is broadened, and all of the variance is distributed 
into a few frequencies. As in the previous example, the harmonic 
representation of data using 15 day fits (H15) smears all of the vari-
ance into a few frequencies, and its spectrum looks similar to that of 
the raw data over a 15-day duration. As a result, 97% of the variance 
is explained by H15.

What does this tell us about predictability? The precise frequen-
cies of the barotropic tide imply accurate predictability. Hence, tide 
tables based on time series of long duration are quite good. The 
internal tide would be similarly predictable if there were no fre-
quency smearing by the background current and stratification fields. 
However, because the background fields are not predictable, the 
amount of frequency smearing is not predictable either. In this paper, 
we use the skill of a harmonic fit as a measure of “predictability” in 
the internal tide. However, this measure only holds for the long time 
periods. For shorter records, a large bandwidth spread ensures that 
a large amount of variance will be recovered regardless of how accu-
rately the internal tide can truly be “predicted” from, say, a regional 
modeling effort. This highlights why the change in SST as a function 
of T (e.g., Figure 4) is really what describes the predictability.

Box 1 |  The Bandwidth of Tides
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and mesoscale eddies. As a result, varia-
tion at the mesoscale and submesoscale 
(i.e., eddies and other ocean variability 
that produce slowly varying fluctuations 
in velocity and density over 10−500 km 
scales) alters an internal tide’s propaga-
tion speed, causing internal tides to 
horizontally refract as they radiate from 
their generation sites (Rainville and 
Pinkel, 2006). Temporal variation of 
this background structure also results 
in Doppler shifting, which alters the 
arrival times of the internal ebb and flow. 
Spectrally, this variation in arrival time 
smears the internal tide over a wider 
range of observed frequencies, which 
extend beyond the pure astronomical 
frequencies that force the barotropic tide 
(Dushaw et al., 2011). Nonlinear pro-
cesses, due to interaction of the internal 
tide with the background fields or topog-
raphy, can also alter the frequency con-
tent of the internal tide. The character of 
the observed internal tide thus depends 
on a hierarchy of complex processes, 
making prediction difficult.

Compared to the open ocean, predic-
tion of the internal tide in coastal regions 
is perhaps even more challenging due to 
the above considerations coupled with 
the large degree of variability found 
in coastal morphology (e.g., canyons, 
shoals, and bays), stratification (such as 
that associated with freshwater runoff 
or upwelling/downwelling), and circu-
lation (e.g., wind-driven currents and 
shelf break current systems). A further 
complication is that the internal tide 
along the continental margins is influ-
enced by an open-ocean “internal swell” 
(Alford, 2001, 2003), which may be 
energetic, temporally intermittent, and 
generated thousands of kilometers away 
(Alford and Zhao, 2007). The shoaling 
of remotely generated internal tides can 
dominate tidal energetics on continental 

slopes, as has been demonstrated off-
shore of Virginia (Nash et al., 2004) 
and Oregon (Martini et al., 2011), and 
can feed into the onshelf internal tide 
(Nash et al., in press). Not only can this 
remotely shoaling component interfere 
directly with the locally generated inter-
nal tide to create complex constructive 
and destructive interference patterns 
(as noted by Rainville et al., 2010, in the 
open ocean), it can also constructively 
or destructively interfere with local 
surface tides, temporarily enhancing or 
suppressing local internal-tide genera-
tion and adding to the intermittency of 
the resultant wavefield (Kelly and Nash, 
2010). An unfortunate result of these 
interactions is that internal tides along 
the continental margins are inexorably 
coupled to the details of the “internal 
swell” and, hence, the dynamics of the 
remote mesoscale.

Nevertheless, in regions where gen-
eration is highly localized (e.g., marginal 
seas with connections to the open ocean 
via narrow strait systems) and/or where 
tidal forcing is sufficiently strong com-
pared to other external forcing, internal 
tides can appear regularly and accurate 
prediction may be possible. Indeed, 
observations that demonstrate a highly 
stationary internal tide tend to be located 
in semi-enclosed basins and marginal 
seas, such as Massachusetts Bay (Scotti 

et al., 2008), the Bay of Biscay (Pingree 
and New, 1991; Gerkema et al., 2004), 
and the South China Sea (Ramp et al., 
2010; Li and Farmer, 2011). Conversely, 
several studies over open continental 
shelves have noted that the internal tide 
may exhibit significant low-frequency 
variability that does not follow the local 
barotropic spring/neap cycle (Inall et al., 
2000; Sherwin et al., 2002; MacKinnon 
and Gregg, 2003; Lerczak et al., 2003; 
Savidge et al., 2007; Osborne et al., 
2011), suggesting that shoaling internal 
tides may complicate local dynamics. 
Open-ocean sites that are largely predict-
able from surface forcing and stratifica-
tion tend to be located in regions of 
strong generation, such as the Hawaiian 
Ridge (Colosi and Munk, 2006; Lee et al., 
2006; Carter et al., 2008; Zilberman et al., 
2011), which produces internal tides that 
dwarf the “internal swell.”

The purpose of this article is to try to 
understand how intermittency varies on 
continental margins around the globe.

Methodology
A broadband internal tide can be decom-
posed into two components: (1) a largely 
predictable component that can be 
described by a series of tidal frequency 
sinusoids whose amplitudes and phases 
vary on timescales much longer than 
the lowest tidal frequency constituent, 
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and (2) a largely unpredictable compo-
nent associated with intermittent pulses 
of tidal-band energy that arrive with 
differing phases and amplitudes over 
much shorter timescales. We will use 
the terms coherent and incoherent to 
distinguish between these two internal 
tide contributions. Note that our use of 
the word “coherent” does not require 
that the internal tide be directly related 
to astronomical forcing, but instead that 
motions at a fixed location retain a con-
stant phase and amplitude relationship 
over a given time span.

In this paper, we define the “tidal 
band” as having broad frequency con-
tent that spans 6–30 h periods. Our goal 
is to assess the timescales over which 
internal-tide variance retains phase and 
amplitude coherence, and to determine 
what fraction of the total broadband 
signal is explained by a sum of harmonic 
constituents. To do this evaluation, we 
perform the following computations. We 
band-pass filter velocity records to retain 
6–30 h variance, and we subtract the 
depth-mean (ubt) to obtain the tidal-band 
baroclinic velocity (u'). We use harmonic 
analysis to isolate the coherent part of u', 
which is defined as the sum of a series of 
tidal frequency sinusoids with amplitudes 
and phases obtained by least squares fit-
ting to the data (i.e., the “harmonic fit”). 
We compute harmonic fits over a variety 
of time durations that spanned from 3 to 
180 days. Time windows are shifted by 
12.5%, and averaged overlapping seg-
ments to recreate “running” harmonic fits 
to u'. This averaging procedure imposes a 
degree of phase and amplitude coherence 
that falls somewhere between periods of 
T and 2T. Each depth was treated inde-
pendently. We define HT as the baroclinic 
time series regenerated from a composite 
of harmonic analyses of period T days. 
Box 1 further discusses decomposition of 

a signal into Fourier components.
Here, we define the predictive capabil-

ity of a harmonic fit using the Skill Score 
(SST; Murphy, 1988),

SST = 100% x 1 – <(u – HT(u ))2>
<u 2> ,

where T represents the period (in days) 
over which the harmonic analysis is 
performed and the angled brackets indi-
cate averaging over depth and T. When 
SST = 100%, the harmonic fit captures all 
of the observed baroclinic variance, and 
when SST = 0% it captures none of the 
variance. Note that SST can be negative 
if the harmonic prediction is anticor-
related with the data over the particular 
time window.

Throughout this paper, we also use 
root-mean-square (rms) velocities to 
characterize the time variability of sig-
nals. For barotropic velocities, rms is 
computed within running 30 h windows 

(i.e., (ubt
2 )1/2). For baroclinic velocities,  

 ((…)2)1/2 is computed, where the double 

overbar represents averaging over the 
water column and 30 h duration, and 
(…) represents either u' (for broadband 
rms) or HT for the rms of a harmonic fit 
of duration T. For H15 and H30, we fit to 
the following tidal constituents: M2, S2, 
N2, K1, O1, J1. H90 additionally includes 
K2 and L2, and H180 includes these 
constituents plus P1.

We applied the above methodologies 
to data from 16 stations located around 
the world that have almost full-depth 
velocity coverage (required to separate 
barotropic and baroclinic motions). 
Many of the US coastal records were 
gathered from the archives of the 
National Data Buoy Center; contribu-
tors of other records are listed in the 
acknowledgements. We extrapolated 
data to the surface and bottom using 

the nearest velocity measurements and 
assumed constant velocity. Times when 
missing data spanned more than 33% of 
the water column were omitted from 
the analysis. Temporal gaps shorter than 
three hours were linearly interpolated, 
and gaps longer than three hours remain 
in the data records. Data were averaged 
into one-hour bins before the processing 
described above was performed.

We note that the chosen 6–30 h pass 
band contains both near-inertial and 
tidal band variability (semidiurnal and 
diurnal). To test whether this broad 
definition of the internal tide affects our 
conclusions, we performed a parallel 
set of analyses in which the pass band 
was reduced to 9–15 h periods, thereby 
isolating the semidiurnal tidal band. 
We found that SST increased by 3–10% 
depending on site; however, the general 
tendency for a particular site to be “pre-
dictable” versus “unpredictable” did not 
change. Because these differences are 
relatively small, we have chosen to pres-
ent data that include the broad 6–30 h 
pass band, which includes semidiurnal, 
diurnal, and near-inertial variability.

The Internal Tide in 
the Coastal Ocean—
An Ex ample
As an example of what might be consid-
ered a “typical” coastal-ocean internal 
tide, we examine a two-year-long record 
of u from the Gulf of Maine (Figure 1). 
For this time series, we consider har-
monic analyses based on durations of 
15 and 90 days (H15 and H90) and com-
pare them to the tidal-band time series u'.

From time series spanning a two-year 
period (Figure 1a), there is evidence 
of strong seasonal modulation of the 
internal tide, presumably resulting from 
increased stratification in the gulf dur-
ing the summer months, which supports 
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stronger internal tides (see Box 2: The 
Timor Sea as an illustration of stratifi-
cation effects). The internal tide’s sea-
sonal cycle is quantified in the upper 
panel, which indicates that rms(u' ) and 
rms(H90) are up to twice as strong (four 
times the energy) in the summer months, 
depending on whether the phase-locked 
(black) or broadband (gray) signals are 
considered. Similar seasonal modula-
tion of the internal tide has been noted 
in other coastal ocean settings, such 
in the Clyde Sea (West Scotland Shelf; 
Cottier et al., 2004) and the Australian 
North West Shelf (Hollaway, 1988). 
Interestingly, there is also a seasonal 

Figure 1. Time series of zonal velocity from the 100 m 
deep Maine Shelf illustrate variability typical of 
coastal internal tides. Shown is the same multiyear 
dataset, zoomed to (a) two years, (b) four months, 
and (c) one month to highlight the different time- 
scales of coherent signals. The full baroclinic tidal 
band (u’; upper middle panels) is considerably inter-
mittent on annual through several-day timescales. 
As a result, 15-day harmonic analyses (H15; lower 
middle panels) capture approximately 50% of the tidal 
variance. Harmonic analyses performed over 90-day 
periods (H90; lower panels) capture only 20–30% of 
the variance. The one-month record (c) provides a 
glimpse as to why: the vertical structure is patchy and 
its patterns change almost daily. This type of complex 
structure can only be partially reproduced by har-
monic analyses that capture the fraction of the signal 
that maintains phase and amplitude coherence over 
the duration of the analysis period (15 or 90 days in 
these examples). Line plots above each record show 
the rms ubt (red), u’ (gray), and H90 (black). 
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On the continental slope (a), top-to-bottom temperature stratification (blue) 
is permanently ∆T ≈ 20°C with little seasonal variation. As a result, internal-
tide kinetic energy (red, band-averaged over three days) is generated locally 
by surface tide flow over steep topography and follows the spring/neap cycle 
of the surface-tide kinetic energy (black). On the continental shelf (b), tem-
perature stratification (blue, note the different scale) does not exist during 
winter but is ∆T ≈ 3°C during the rest of the year. As a result, internal-tide 
kinetic energy (red, note the smaller scale) is seasonal and much less energetic 
than on the slope, despite similar surface-tide kinetic energy (black).
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Some of the largest tides in the world occur on the North West 
Australian Shelf (NWS) where they dominate local current vari-
ability and generate large internal tides. Accurate internal-tide 
prediction in this region is necessary in order to understand coastal 
biophysical interactions and to safely extract hydrocarbons from 
beneath the seafloor. The Timor Sea is located at the northern 
end of the NWS. As the Timor Sea is a semi-enclosed basin, most 
internal tides are generated within the sea and should, in theory, be 
predictable from regional numerical models. However, temporally 
and spatially variable stratification still produces complicated 
internal-tide dynamics.

Two moorings illustrate relationships between density stratifica-
tion, which is inferred from top-to-bottom temperature differences 
(∆T), and internal-tide kinetic energy from July 2010 to June 2011. 
Over the continental slope, where the sea is 465 m deep, the water 
column is permanently stratified and maintains ∆T ≈ 20°C through-
out the year. Over the continental slope, where the sea is 145 m 
deep, intense shortwave radiation warms the upper water column 
during the austral summer to produce ∆T ≈ 3°C, and evaporative 
cooling mixes the water column in the austral winter (Shearman 
and Brink, 2010) to produce ∆T ≈ 0°C. During the austral summer, 

Box 2 |  The Timor Sea

slope cannot propagate onto the well-mixed shelf and are therefore 
trapped within the 3,000 m deep Timor Trough. Such trapping 
may nonlinearly increase or decrease interactions (i.e., resonance) 
between the internal tides that are generated along the opposite 
flanks of the trough. As another example, the evolution of strati-
fication on the shelf can influence the efficiency of internal-tide 
generation at isolated topographic bumps, ravines, and seamounts 
by altering the locations of slopes that are parallel to semidiurnal 
internal-wave characteristics (i.e., near critical). Therefore, the loca-
tions of internal-tide generation on the shelf evolve with the depth 
structure of stratification, affecting the strength and directionality 
of internal tides. Moreover, the evolving mixed-layer depth also 
influences where tidally forced nonlinear waves are generated and 
whether they propagate as surges, boluses, or waves of depression/
elevation (e.g., Lim et al., 2008).

when both slope and shelf waters are strati-
fied, internal tides are observed at both moor-
ings. However, internal tides over the slope are 
an order of magnitude more energetic than 
those on the shelf. This difference is attributed, 
in part, to weaker temperature stratification 
over the shelf, which inhibits local internal-
tide generation (e.g., Baines, 1982). During the 
austral winter, when stratification weakens 
slightly over the slope and significantly over 
the shelf, internal tides at both locations also 
weaken. However, internal tides over the 
slope remain energetic because they depend 
primarily on the deep permanent thermocline 
(e.g., Gerkema et al., 2004), while internal tides 
over the shelf weaken when seasonal stratifica-
tion is completely eroded.

Although internal-tide kinetic energy in 
the Timor Sea depends on seasonal stratifica-
tion, it is not linearly or even monotonically 
related to stratification on shorter timescales. 
This is in part because the depth structure 
of stratification influences internal-tide 
generation and propagation (e.g., Gerkema 
et al., 2004) through nonlinear processes. For 
instance, internal tides that are generated 
during the austral winter on the continental 
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modulation of the barotropic tide in 
addition to the spring-neap cycle, which 
dominates the variability in rms(ubt).

Examining only the summer of 2008 
(Figure 1b), u' exhibits phase-coherent 
spring-neap modulation that is captured 
by the harmonic fits, albeit weaker than 
that within the barotropic tide (compare 
red and black lines in the upper panel). 
At the same time, H90, H15, and tidal-
band u' records exhibit considerable 
differences, which indicate that vari-
ability occurs on multiple timescales. For 
example, periods of strong near-bottom 
internal motions, which are found in 
u' and H15 during the latter part of May 
and June 2008, are not captured in H90. 
Additionally, neither H15 nor H90 capture 
the appropriate amplitude of u' in the 
early part of August 2008.

Zooming in further to a one-month 
period (June 12 to July 12; Figure 1c) 
reveals the complexity of the internal 
tide, and exemplifies the differing 
character of H90, H15, and tidal-band 
records. While the general character of 
the variability is somewhat captured by 
H90 and H15, u' is truly broadband—it is 
characterized by two-to-four-day pulses 
of semidiurnal and diurnal oscillations, 
which are modulated on spring/neap 
and other timescales. This is evident in 
rms(u') that increases by a factor of two 
during one- to two-day periods (gray 
curve in upper panel) and that cannot be 
captured using multiday or multimonth 
harmonic representations.

The unpredictable pulse-like nature 
of tidal variability in the Gulf of Maine 
projects broadly in frequency space so 
that only a fraction of tidal-band vari-
ance is captured by harmonic analyses. 
The Skill Score, which quantifies the sta-
tionarity within the tidal band, indicates 
that only approximately 50% of u' is pre-
dictable from short-period harmonic fits 

(SS15 ~ 42–52%), and even less is predict-
able from longer-term fits (SS90 ~ 25%). 
As will be shown later, SS15 and SS90 vary 
considerably from region to region, and 
even among locations in close proximity.

Contr asting the 
Char ac ter of 
Internal Tides at Four 
Continental Sites
A closer examination of short time 
records from locations around the world 
illustrates the spatial and temporal vari-
ability in the internal tide. Inset panels 
in Figure 2 show tidal currents over 
three-day time spans at four different 
locations: the Oregon coast, the Gulf of 
Maine (NDBC 44024), the Timor Sea, 
and the Malin Shelf (moving counter-
clockwise from the upper-left inset). 
For each station, we selected three time 
spans, each with similar barotropic forc-
ing. Comparison of the corresponding 
tidal-band baroclinic velocity u' to har-
monic fits over 15 and 180 days (H15 and 
H180) demonstrates differences among 
the locations and the potential (or lack 
thereof) for predictability.

The internal tide over the Oregon 
Shelf exhibits the highly variable energy 
levels typical of US West Coast shelves 
(5–10 cm s–1 rms). Remotely shoaling 
tides are thought to play a large role in 
setting the internal tide on this coast 
(Martini et al., 2011), and a dynamic 
wind-driven current system can further 
complicate local internal-tide generation 
and propagation (Osborne et al., 2011). 
The three-day time series shown in the 
upper left inset illustrates these compli-
cations during three different summers. 
H180 captures little of the variance in u' 
(SS180 ~ 4–38%), while H15, which allows 
for modulation of phase and amplitude 
on several-week timescales, has relatively 
high skill (SS180 ≥ 65%) in June 2009 and 

2010. However, the general lack of agree-
ment in June 2008 (SS15 = 31%) illustrates 
that the internal tide is sometimes non-
stationary even over short timescales.

The Gulf of Maine exhibits some of 
the largest barotropic tides in the world 
(Garrett, 1972), with the innermost 
region of the resonant area, the Bay of 
Fundy, being renowned for extreme dis-
placements. Compared to the open and 
narrow Oregon Shelf, the Gulf of Maine 
is somewhat sheltered. Accordingly, we 
might anticipate that local barotropic 
forcing plays a strong role in determin-
ing the internal tide in this location. 
However, even though the comparatively 
broad shelf may isolate shelf motions 
from slope dynamics, it also allows for 
larger distances over which a shoal-
ing internal tide may be altered by 
background conditions. While strong 
seasonality within the Gulf of Maine 
affects the character of the internal tide, 
comparison of records for December 
2007 and December 2009, which show 
considerable differences, indicate that 
seasonality is not the sole factor influ-
encing the internal response. The skill of 
H180 varies considerably, being very low 
in December 2007 (SS180 = 20%) to rea-
sonable in December 2009 (SS180 = 47%) 
to extremely poor in the case of the 
June 2008 record (SS180 = –104%). In all 
cases, H15 shows marked improvement, 
although, as with the Oregon record, its 
performance is not consistent.

Surface tide amplitudes are large on 
the Australian North West Shelf and 
internal tides are ubiquitous features of 
this region (e.g., Van Gastel et al., 2009; 
Rayson et al., 2011). In contrast to either 
of the above cases, a record located on 
the continental slope of the Timor Sea 
indicates strong predictability. Regardless 
of the time of year, a large percentage 
of the variance in u' is explained by 
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Figure 2. World topography with mooring locations indicated by black dots. Insets show barotropic 
velocity (top panels), baroclinic velocity (second panels), 15-day harmonic fits (third panels), and 180-day 
harmonic fits (bottom panels) to the baroclinic velocity fields for select mooring locations. Each set of 
panels shows three-day time periods starting at three different times within the full records. Moving 
counterclockwise from upper left, those off the coast of Oregon show periods from summer months 
in three different years (2007, 2009, and 2010), those from the Gulf of Maine show two winter sections 
(2007 and 2009) and one summer section (2008), and those from the Timor Sea as well as those off the 
UK show three records, each from a different season.

Oceanography |  Vol.  25, No. 288
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H15 (SS15 ≈ 70%) and H180 (SS180 ≈ 50%). 
High predictability over 180 days is 
partially attributable to the reduced 
seasonality in water-column conditions 
at this site. It is also attributable to the 
close proximity of this site to regions 
of intense internal-tide generation. 
However, a large degree of spatial vari-
ability in “predictiveness” is observed in 
this region (see Box 2).

In common with the ocean margin 
adjacent to the North West Australian 
Shelf, barotropic tidal displacements are 
large along the margin of the Northeast 
Atlantic, exceeding a meter in most 
areas. Strong barotropic tides coupled 
with the broad shelves that are charac-
teristic of this region (i.e., from 200 km 
wide in the Celtic Sea to ~ 50 km wide 
around Ireland and with depths typically 
ranging between 100 and 150 m) result 
in strong barotropic tidal flow across 
bathymetric contours and generation of 
energetic internal tides (Pingree et al., 
1986; Sherwin, 1988). The internal tide 
exhibits significant regional variability 
over the Northwest European Shelf with 
the on-shelf energy fluxes ranging from 
about 1,000 W m–1 in the Celtic Sea 
(Inall et al., 2011) to about 100 W m–1 
on the Malin Shelf (Sherwin, 1988). The 
record shown in Figure 2 is from the 
Malin Shelf, where SS15 ≈ 80% is among 
the highest of the shallow shelf records. 
Unlike the Timor slope, seasonality 
on the Malin Shelf, which in the late 
fall results in a complete breakdown of 
thermal stratification, produces strong 
changes in the internal tide character 
between June/October and March. 
Despite the strong seasonal change, H180 
explains a similar fraction of variance on 
average as that on the Timor slope. The 
high predictive skill at this location is 
likely associated with the relative stabil-
ity of subtidal cross-isobath flow. The 

region is predominantly a weakly down-
welling system, with a strong and stable 
northward slope current flowing along 
contours of f /h at ~ 20 cm s–1 offshore of 
the shelf break (Souza et al., 2001). The 
stability of this flow contrasts with that 
over the Oregon Shelf, where a strong 
wind-driven response can produce 
significant variability on synoptic (one-
week) timescales (Osborne et al., 2011).

Global Pat terns of 
rms Velocit y and Its 
Predic tabilit y
To characterize regional variations in 
the energy and predictability of inter-
nal tides, we contrast rms ubt, u', and 
H90 (the 90-day harmonic representa-
tion of u') in Figure 3. The fraction of 
variance explained by H90 is quantified 
through its skill score (SS90), which we 
use as a common metric to compare 
internal-tide predictability at all stations. 
About one-third of the locations (color 
coded blue) have SS90 < 20%, indicating 
that the internal tide is largely incoherent 
and unpredictable over 90-day periods. 
In contrast, the most-predictable loca-
tion is the Timor Slope (color coded 
red), where 59% of the variance is pre-
dictable using 90-day harmonic fits. Five 
other locations (color coded orange) also 
exhibit some degree of predictability, 
with 38–51% of variance explained by 
H90. At the remaining four stations (color 
coded green), only a modest 20–33% 
of internal tide variance is explained 
by 90-day harmonic fits. We conclude 
that only a relatively small fraction of 
the total baroclinic tidal-band vari-
ance is captured by long-time harmonic 
fits at most coastal locations. And at 
many locations, even the “predictable” 
component of the internal tide is only 
weakly correlated to the rms barotropic 
velocity (e.g., barotropic “spring tides” 

do not necessarily correspond to large 
internal tides; compare red and black 
curves in Figure 1b). Next, we examine 
the geographic patterns of rms ubt, u', 
and H90 (Figure 3).

On the western coast of the United 
States, the exposed shelf is relatively nar-
row, and the magnitude of the barotropic 
velocity is small (≤ 10 cm s–1). A general 
increase toward larger ubt moving north-
ward is observed, perhaps consistent 
with the larger tidal range observed in 
the north (from ~ 0.5 m off California to 
closer to ~ 1 m off Washington (Egbert 
et al., 1994). The internal tide velocity 
tends to be of a similar magnitude as 
the barotropic velocity, and in general 
the variance recaptured by the 90-day 
harmonic fit is low, as quantified by 
SS90. The only record that shows some 
predictive skill is the Washington Shelf 
(SS90 = 40%); however, it should be noted 
that this record is relatively short and is 
limited to two ~ 100-day spans that both 
occurred in summer.

On the broad eastern US coast, as 
well as on the Malin Shelf, barotropic 
velocities tend to be much greater 
(≥ 10 cm s–1) than those observed along 
the western US coast. Those moor-
ings located in sheltered and shallow 
(~ 100 m) water (i.e., off Key West, FL, 
and on the Maine Shelf) are exceptions 
to this trend. For the other stations, the 
variance in the internal tide is much 
smaller than that found in the barotropic 
velocity. Both the Malin Shelf and Maine 
Channel stations demonstrate a reason-
able predictive skill, and a significant 
fraction of the variance in the baroclinic 
velocity is recovered by H90. The same 
is true of the St. Augustine, FL, station, 
which is perhaps surprising because 
the mooring is located in very shallow 
water (37 m) and at a large distance 
from the shelf break.
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Figure 3. LOWER LEFT TABLE | Station names, locations, depth, and start year of data record. Subplots show ubt + vbt  plotted over a four-year time span start-
ing in January of Year 1; the gaps in plots indicate gaps in data records. With the exception of the Maine Channel, which is scaled by 75%, all plots are true to the 
velocity scale in the bottom right corner. Each mooring record is assigned a color based on predictability (SS90) with red/orange being more predictable than 
green/blue. MAP INSETS | Moving clockwise from the top left, insets show detailed bathymetry and mooring locations along the western US coast, eastern US 
coast, UK coast, and Australian coast. Bar plots for each mooring show the rms barotropic velocity, baroclinic velocity, and 90-day harmonic fit to the baroclinic 
velocity (H90). The magnitude for the barotropic component is given in cm s–1 (all plots use the same 0−20 cm s–1 range). The skill of the 90-day harmonic fit 
(SS90) is indicated in the upper-right corner of each panel. 
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On the Australian North West Shelf, 
the surface-tide magnitude increases 
substantially from Ningaloo to the 
Timor Sea, and the shelf at Ningaloo 
is extremely narrow in contrast to the 
broad Timor Sea shelf. Internal-tide 
generation is likely remote from the 
Ningaloo site, and the water column 
there is well mixed in the austral winter. 
Both of these characteristics lead to low 
internal-tide predictability (SS90 = 14%). 
The depth of the Timor Sea shelf site is 
similar to that of the Ningaloo site and 
experiences similar seasonal variation 
in stratification, although the internal 
tide here is almost three times more 
predictable (SS90 = 40%). High predict-
ability on the Timor Sea shelf is likely 
due to strong barotropic forcing and 
localized internal-tide generation over 
small-scale roughness. Even higher 
predictability on the Timor Sea slope is 
likely due to strong barotropic forcing, 
intense local internal-tide generation, 
and permanent stratification. Detailed 
results from the Timor Sea moorings are 
presented in Box 2.

Timescales of 
Predic tabilit y
To assess the duration over which the 
internal tide may be considered predict-
able (i.e., a substantial fraction of u' can 
be represented by HT), we computed SST 
for T ranging from three to 180 days, 
shown in Figure 4. At all locations, har-
monic fits over short durations (≤ 7 days) 
demonstrate significant skill (SST ≥ 50%). 
However, as the duration of a harmonic 
fit increases, HT captures less u' variance 
because it requires that the constituent 
signals retain their phase and amplitude 
over increasing time periods. This condi-
tion is expressed in terms of SST, which 
falls off at varying rates for the different 
locations. At many coastal locations (blue 
curves), SST ≤ 30% by T = 30 days and 
less than 20% at T = 60 days. For stations 
color coded green and orange, the decay 
with T is not as rapid; however, even for 
the most predictable of the shelf loca-
tions (e.g., St. Augustine, FL), only 52% 
of the variance can be explained with a 
60-day harmonic fit.

We consider SS180 as a measure of the 

fraction of velocity variance that remains 
coherent and predictable over O(1 year) 
durations. For more than three-quarters 
of the mooring sites, this predictable part 
represents less that one-third of the vari-
ance (SS180 < 30%) and can be as low as 
8%. To quantify how quickly each time 
series becomes incoherent, we compute 
T50, the timescale for harmonic analyses 
at which SST has been reduced halfway 
to its asymptotic value, which is approxi-
mated by SS180. Figure 4 lists values of T50.

Several conclusions can be drawn 
from T50, the “timescale to incoherence.” 
First, we find that T50 retains similar 
ordering to SS180. That is, locations 
where internal tides are more predict-
able generally maintain their predict-
ability over longer timescales. Second, 
T50 is relatively short and similar at all 
locations. That is, the rate at which u' 
loses coherence (i.e., SST moves toward 
its asymptotic, predictable value) is 
1−2 weeks at all shelf sites, increasing to 
19 days on the Timor slope. Thus, the 
incoherent part of the internal tide has 
a similar timescale of variability at all 

Figure 4. Fraction of 
the internal tide veloc-
ity variance recovered 
using harmonic fits of 
various durations (SST) 
as a function of the dura-
tion of the fit (T). In all 
cases, short-duration 
fits (e.g., T = 7 days) 
explain a significant 
fraction of the variance. 
For long time periods 
(e.g., T ≥ 180 days), SST 
represents the fraction 
of variance of u’ that 
is part of the station-
ary internal tide. The 

timescale T50 represents the duration for which 
the variance recovered is halfway to its stationary 
(e.g., T = 180 days) value, indicated in the figure 
with small diamonds.
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shelf locations—whether they are largely 
predictable (like St. Augustine or Malin) 
or not (like Ningaloo or Oregon). This 
consistency suggests that the processes 
responsible for coherence loss primar-
ily operate on relatively short timescales 
(days to a few weeks), and similarly at all 
locations. A likely mechanism for intro-
ducing such variability is the mesoscale, 
which often exhibits pattern changes 
on 5–20 day timescales, and could alter 
how internal tides are generated locally, 
how they propagate, and how waves 
from multiple sources interfere with each 
other. At the same time, the mesoscale 
is also responsible for Doppler shift-
ing internal tides propagating through 
the open ocean (Rainville and Pinkel, 
2006; Arbic et al., 2012, in this issue), 
which scrambles wave arrival times 
and creates groupiness of the shoaling 
“internal swell” on 5–20 day timescales 
(e.g., Nash et al., 2004).

It is worth noting that temporal inco-
herence does not necessarily imply spa-
tial incoherence on a continental shelf. 
This is because a 50–300 km wide shelf is 
transited by an internal tide in 1–6 days, 
a timescale over which internal tides are 
generally coherent. As a result, internal 
tides have been observed with spatial 
coherence over scales of several hundred 
kilometers (Pingree and New, 1995), 
implying a degree of coherence over days 
to weeks, but not months. This spatial 
coherence is consistent with our esti-
mates of T50 ~ 10 days. Synoptic studies 
of internal tides and nonlinear internal 
waves (e.g., Shroyer et al., 2010b; Inall 
et al., 2011) show that wave crests can be 
traced great distances in the direction of 
propagation (~ 100 km). These studies 
also show the observed spatial decay rate 
to be consistent with observed energy 
dissipation at the turbulent microscale 
(~ centimeter scale). Correlation scale 

lengths in the along-crest direction, 
including wavefront curvature effects, 
are less well documented, but are known 
from satellite images to be geographically 
variable. On many continental shelves, 
we thus expect the spatial patterns of the 
internal tide to be linked more strongly 
to details of the bathymetry and local 
physical dynamics, as opposed to loss 
of spatial coherence associated with the 
temporal modulation presented here.

Implications for Coastal 
Circul ation/Consequences 
of Intermit tency
Here, we have examined time series 
of internal-tide velocity obtained at a 
diverse set of locations in coastal seas. 
All the time series exhibited phase and 
amplitude variability in the internal 
tide on a range of temporal scales. We 
attribute this incoherency to changes in 
stratification, mesoscale currents, and 
the shoaling of “internal swell,” which 
act together to infuse variability into the 
internal tide. The 16 time series exam-
ined here contain each of these processes 
in different proportions, and our analy-
sis of the internal-tide incoherency (or 
predictability) at different locations does 
not allow for consideration of these fac-
tors individually. However, at least one 
generality emerges: more than 50% of 
internal tide energy in the coastal ocean 
appears to be universally unpredictable 
by harmonic fits over periods longer 
than 20 days. This finding—which spans 
analyses across coastal seas with different 
geometry, stratification, barotropic forc-
ing, and mesoscale variability—suggests 
that multiple mechanisms (or combina-
tions of mechanisms) cause the inter-
nal tide to lose coherence. Therefore, 
increasing the accuracy of internal-tide 
prediction undoubtedly requires a mul-
tifaceted strategy to better represent a 

number of dynamical processes.
In this article, we have assessed 

internal-tide predictability solely on the 
basis of harmonic analysis. Shelf sea 
models are more sophisticated than this 
because they can simulate and resolve a 
wide range of sub- and super-tidal pro-
cesses that may modulate internal-tide 
generation and propagation (Carter et al., 
2012, in this issue). Therefore, some of 
the energy that is unpredictable from 
harmonic analysis may be simulated in 
a regional model. However, even models 
that accurately represent the mesoscale 
and tidal forcing show poor skill in 
deterministically predicting the timing of 
internal tide pulses (e.g., Osborne et al., 
2011), likely because coastal internal 
tide predictions are so sensitive to subtle 
details of stratification and fine-scale 
bathymetry. We note, however, that these 
models can represent the statistics of 
the internal tide reasonably well. From 
a regional modeling perspective, dis-
tinguishing between local and remote 
sources of internal tidal energy may be 
a critical factor for these discrepancies. 
The recognition that amplitudes and 
phases of internal tides at many sites 
may depend on shoaling “internal swell” 
means that modeling of the low-mode 
internal tide on a global scale (e.g., Arbic 
et al., 2012, in this issue) may be a pre-
requisite for detailed prediction of coastal 
internal tides. This prediction would 
require a high degree of information 
regarding the oceanic mesoscale state, 
possibly obtainable by data assimilative 
models that incorporate information 
from satellites, profiling floats, and other 
observational platforms.

Assessing the predictability of inter-
nal tides is important both for marine 
operational reasons and for broader 
research investigations. An intermit-
tent and unpredictable internal tide can 
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decrease the accuracy of sonar, endan-
ger offshore structures and operations, 
and lead to uncertainty in previous 
estimates of cross-shelf transport and 
diapycnal mixing. Research over the last 
few decades has emphasized the global 
significance of the internal tide, which 
together with near-inertial waves, is one 
of the most energetic components of the 
internal wave spectrum. Internal tides 
can therefore cascade significant energy 
to shorter and higher-frequency internal 
waves that eventually drive turbulent 
mixing (Smyth and Moum, 2012, and 
Venayagamoorthy and Fringer, 2012, 
both in this issue). Perhaps as much as 
60% of internal-tide energy is dissipated 
on the outer shelf (Holloway et al., 2001; 
Inall et al., 2011), where it contributes 
to diapycnal mixing and cross-margin 
exchanges, thereby impacting the nutri-
ent and heat budgets on the shelf.

In the coastal ocean, vertical mixing 
by internal tides contributes to both the 
buoyancy and nutrient fluxes (Pingree 
and Mardell, 1981; Sharples et al., 2009). 
Furthermore, internal waves are not only 
thought to redistribute energy across 
the shelf (thus influencing the spatial 
structure of turbulent mixing) but they 
also can transport mass. In particular, 
the cross-shelf transport of multiple spe-
cies of invertebrate larvae and small fish 
has been linked to internal wave activity 
(e.g., Kingsford and Choat, 1986; Pineda, 
1999; Shanks, 2006). The internal tide 
may even affect predator-prey relations 
high in the food chain, for example, by 
large-amplitude internal waves bring-
ing fish close to the surface where they 
may become prey for seabirds (Jonathan 
Sharples, Natural Environment Research 
Council (UK), author Inall, and col-
leagues, pers. comm., 2012).
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