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Sea Ice Biogeochemistry 
and Material Transport 

Across the Frozen Interface
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deployment of a surface flux chamber 
on the sea ice (Canadian Archipelago, 
spring 2010). The yellow box to the 
right contains the infrared gas analyzer. 
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interest. Laboratory experiments have 
been an essential substitute—but it is has 
not been uncommon that phenomena 
revealed in the laboratory had to wait 
30 years or more to be substantiated 
by field data. 

Since the 1960s, sea ice researchers 
have been fascinated with brine in ice 
and its capacity to both alter the physical 
properties of ice and provide a vital 
ecological province. Early research was 
concerned with determining the effect 
of brine and sea ice algae on both the 
mechanical and radiative properties of 
sea ice (Weller, 1968). Principal among 
these efforts was the determination of 
heat flux from the polar ocean to the 

atmosphere, especially during winter 
(Untersteiner, 1964). The exploration 
of sea ice algal communities in brine 
began in the 1960s; these communi-
ties held interest for polar biologists as 
both extremophiles and as potentially 
important elements in the polar ocean 
food web (Arrigo et al., 2010; Caron 
and Gast, 2010). By 1965, it had been 
established that at least two micro-
algal communities existed in sea ice: 
(1) the epontic (under ice) community 
found principally in the skeletal layer 
and bottom 20 cm of sea ice, and 
(2) the brown algal bands found below 
the ice freeboard level during the spring 
and summer (Burkholder and Mandelli, 
1965). These organisms are able to thrive 
in the ambient sea ice conditions in part 
because of the stable light regime they 
experience as compared to the mixed 
layer. The two communities (epontic 
and banded algae) have proven to be 
photo-adapted to very different light 
conditions, with the epontic variety 
exhibiting photoinhibition at 1 kilolux 
(~ 14 µE m–2 s–1) and the algae in the 
surface brown bands tolerating up 
to 18 kilolux before photoinhibition 
(Burkholder and Mandelli, 1965).

The global abundance of the sea ice 
biome has been difficult to determine 
because of sampling difficulties coupled 
with sea ice patchiness. Estimates of 
primary production in sea ice have 
been derived by estimating the standing 
stock of ice algae (Legendre et al., 
1992), by 14C incubation (Burkholder 
and Mandelli, 1965; Booth, 1984), and 
by immersion of oxygen microprobes 
for the measurement of net oxygen 

The IMpOrTANCe OF 
SeA ICe IN glOBAl 
BIOgeOCheMICAl CYCleS
Sea ice biogeochemistry is still a young 
discipline, with relatively few studies 
dispersed through the last half century, 
increasing in numbers during the last 
decade. We are only now progressing 
from the phase of exploratory discovery 
into that of defining and refining 
the details that are ultimately neces-
sary to understand the controlling 
processes. Biogeochemical cycles in 
sea ice occur on microscopic scales in 
a harsh, unstable environment that is 
difficult to study without disturbing and 
fundamentally altering the processes of 

ABSTr AC T. The porous nature of sea ice not only provides a habitat for ice algae 
but also opens a pathway for exchanges of organic matter, nutrients, and gases with 
the seawater below and the atmosphere above. These constituents permeate the ice 
cover through air-ice gas exchange, brine drainage, seawater entrainment into the 
ice, and air-sea gas exchange within leads and polynyas. The central goal in sea ice 
biogeochemistry since the 1980s has been to discover the physical, biological, and 
chemical rates and pathways by which sea ice affects the distribution and storage of 
biogenic gases (namely CO2, O2, and dimethyl sulfide) between the ocean and the 
atmosphere. Historically, sea ice held the fascination of scientists for its role in the 
ocean heat budget, and the resulting view of sea ice as a barrier to heat and mass 
transport became its canonical representation. However, the recognition that sea 
ice contains a vibrant community of ice-tolerant organisms and strategic reserves 
of carbon has brought forward a more nuanced view of the “barrier” as an active 
participant in polar biogeochemical cycles. In this context, the organisms and their 
habitat of brine and salt crystals drive material fluxes into and out of the ice, regulated 
by liquid and gas permeability. Today, scientists who study sea ice are acutely 
focused on determining the flux pathways of inorganic carbon, particulate organics, 
climate-active gases, excess carbonate alkalinity, and ultimately, the role of all of 
these constituents in the climate system. Thomas and Dieckmann (2010) recently 
reviewed sea ice biogeochemistry, and so we do not attempt a comprehensive review 
here. Instead, our goal is to provide a historical perspective, along with some recent 
discoveries and observations to highlight the most outstanding questions and possibly 
useful avenues for future research. 
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production in artificial sea ice (Mock 
et al., 2002, 2003). In a review of the 
AMERIEZ (Antarctic Marine Ecosystem 
Research at the Ice Edge Zone) project, 
Legendre et al. (1992) estimated that ice 
algal primary production was between 
63 and 70 Tg C yr–1 for the Southern 
Ocean seasonal ice zone (SIZ), defined 
by these authors as south of 65°S). They 
also cited similar estimates for ice algal 
production in the Arctic (for waters 
north of 65°N). Although these results 
for primary production in ice were 
originally thought to be too large, they 
have withstood time and bracket subse-
quent measurements and model esti-
mates (e.g., Lizotte, 2001; Arrigo et al., 
2010). Based on these values, primary 
production in ice algae would appear to 
represent at most 5% of water-column 
primary production in the Antarctic 
and 17% of primary production in the 
Arctic on an annual basis. With the 
development of cold-temperature micro-
biological methods over the last two 
decades, we have come to understand 
that, in contrast to the photosynthetic 
community, the heterotrophic microbial 
community in sea ice is distributed 
throughout the ice column (Mock and 

Thomas, 2005; Deming, 2010). In fact, 
bacterial respiration in sea ice may 
at times exceed primary production 
(Deming, 2010).

The strategic importance of sea ice 
to polar ecology and carbon cycling 
may be based on the role that it plays 
as nutrient supply and as feed stock 
for production in the benthos, in the 
water column, and along its retreating 
edge in spring. In the 1980s, Carey 
(1987) documented the steady particle 
flux from sea ice providing a small but 
significant carbon source for benthic 
dwellers. The importance of the ice edge 
to the food web was being established; 
stable density stratification and water-
column seeding of algae and nutrients by 
melting ice were invoked as explanations 
for the observation of ice edge blooms 
(Smith and Nelson, 1985, 1986). By the 
1990s, tests of the “seeding hypothesis” 
indicated that ice algae can provide a 
starter community for phytoplankton 
growth in the water column at least 
under some conditions (Kuosa et al., 
1992). Beyond algae, melting sea ice may 
serve as a source of organic matter and 
micronutrients, such as iron (Lannuzel 
et al., 2007; Thomas and Dieckmann, 
2010). Concrete field evidence for 
these processes are still few in number, 
and it will be a challenge to establish a 
connective relationship between ice algal 
colonies and the phytoplankton blooms 
that succeed them. However, advances in 
rapid DNA identification and quantifica-
tion, such as quantitative polymerase 
chain reaction (QPCR) techniques, may 
revolutionize the field through their 
ability to readily establish species abun-
dance and distribution and thereby chart 
the temporal and spatial evolution of 
these communities.

BIOgeNIC gASeS IN SeA ICe :  
A BrIeF hISTOrY ANd 
The STATe OF The ArT
The first hints that solution chemistry 
might be interesting in sea ice came 
from laboratory thermodynamic studies 
of salt precipitation that focused on 
understanding the structural properties 
of sea ice (Gitterman, 1937; Nelson and 
Thompson, 1954; Assur, 1958). These 
studies found that CaCO3 is likely the 
first salt to precipitate from cooling ice 
brines. However, gas concentrations 
(N2, O2, Ar, and CO2) in natural sea ice 
were not reported until the early 1960s 
(Miyake and Matsuo, 1963; Matsuo and 
Miyake, 1966). Although those CO2 
results may have been compromised (see 
section on “Measuring Gas Dynamics 
in Sea Ice”), they generated ideas about 
carbon cycling in polar waters that are 
still being tested. In the 1970s, a group in 
Fairbanks, Alaska, reported concentra-
tions of CO2, CO, CH4, and N2O in sea 
ice (Kelley and Gosink, 1979; Gosink, 
1980) and confirmed that gases can 
move through sea ice, at least at temper-
atures above –15°C (Gosink et al., 1976).

In 2002 and 2003, three groups 
independently attempted to measure 
CO2 fluxes in sea ice in situ: one in 
Alaska (Semiletov et al., 2004), one 
in the Weddell Sea (Delille, 2006), 
and one in the Canadian Archipelago 
(Papakyriakou and Miller, 2011). These 
three studies, using different methods in 
different places (but all on first-year ice 
in spring), observed surprisingly large 
CO2 fluxes that contradicted expecta-
tions and challenged assumptions about 
the role of sea ice in biogeochemical 
cycles. Since then, additional data sets 
using increasingly refined eddy covari-
ance methods to directly measure gas 
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fluxes have been published, confirming 
gas fluxes over multiyear ice (Zemmelink 
et al., 2006), showing that dimethyl 
sulfide (DMS) is also released from sea 
ice (Zemmelink et al., 2008), and finding 
that CO2 fluxes through the autumn 
(Else et al., in press) and into winter 
(Miller et al., 2011). Notwithstanding 
these advances, the magnitude and 
prevalence of these fluxes have yet to be 
concretely established as a widespread 
sea ice process. In parallel to these 
studies of gas fluxes over sea ice, the 
last 10 years have also been a period of 
intense research into the geochemistry 
of the ice itself and the role it may play 
in gas exchange.

Carbon
The idea that sea ice might participate 
in the carbon cycle dates to the work 
of Miyake and Matsuo (1963), where 
they speculated that melting sea ice 
would release CO2 to the atmosphere. 
Their back-of-the-envelope calcula-
tions concluded that while CO2 release 
from sea ice would be about an order of 
magnitude less than that from seawater, 
it was still significant. Recent laboratory 
studies have supported the hypothesis 
that sea ice is not only gas permeable 
(Nomura et al., 2006; Loose et al., 2010) 
but it can also act as a direct CO2 source 
to the atmosphere (Nomura et al., 2006). 
However, the rate of diffusive fluxes 
reported by Nomura et al. (2006) and 
Loose et al. (2010) indicate that CO2 
fluxes in winter would only be significant 
if pCO2 (CO2 partial pressure) in the 
ice were several orders of magnitude 
higher than that in the water. On the 
other hand, Nagurnyi (2008) found that 
only deformed or broken ice released 
CO2, and evidence exists that sea ice 

can also consume atmospheric CO2 as 
a result of ice algal blooms in spring 
(Delille et al., 2007). 

Considering surface waters overlain 
by sea ice, Kelley (1987) concluded 
that the ice-covered seas may serve 
as a net source of atmospheric CO2, 
simply because sea ice is porous and 
the underlying surface waters are often 
supersaturated in CO2. Similarly, Bakker 
et al. (1997) observed CO2 supersatura-
tion in the Weddell Gyre even as ice 
cover retreated, implying a net flux of 
CO2 to the atmosphere. In contrast, 
the “seasonal rectification (of CO2)” 
hypothesis for the Arctic proposed 
that respired CO2 remains trapped by 
sea ice until spring, when sea ice melt 
and stratification cause high primary 
production (Yager et al., 1995). In this 
scenario, sea ice-covered regions, like 
the Arctic, are a net sink for atmospheric 
CO2. Several studies, including Gibson 
and Trull (1999) and Sweeney (2003), 
reported a net sink for the Southern 
Ocean. However, all of these studies used 
the wind-speed parameterization for 
air-sea gas exchange in the sea ice zone, 
and there is evidence that this scaling 
is not applicable (Loose et al., 2009). 
Furthermore, gas exchange and primary 
production are leading-order processes 
in determining net flux from the surface 
ocean. Collectively, these studies demon-
strate that it is difficult to establish 
the net effect of sea ice on the carbon 
budget because the presence of sea ice 
inhibits gas exchange and supports 
primary production to varying degrees 
at different times of the year and over a 
range of spatial scales.

In addition to the autotrophic and 
heterotrophic communities found in 
sea ice, which may influence gas fluxes, 

the solution chemistry in sea ice brines 
may also lead to gas transport through 
CaCO3 precipitation, leading to changes 
in pCO2 and associated fluxes. Early 
observations that CaCO3 precipitates in 
sea ice at relatively high temperatures (up 
to –2.2°C; Gitterman, 1937; Nelson and 
Thompson, 1954; Assur, 1958), coupled 
with knowledge of the marine carbonate 
system (Marion, 2001), implied that 
CO2 partial pressures could be quite 
high in sea ice brines, particularly at 
low temperatures, a speculation that has 
now been supported by measurements 
(Figure 1; Delille et al., 2007; Miller et al., 
2011; recent work of authors Miller, 
Papakyriakou, and colleagues).

Lyakhin (1970) was the first to 
discuss the geochemical implications 
of CaCO3 precipitation in sea ice as a 
possible explanation for the high CaCO3 
saturation states that he observed in 
Okhotsk Sea waters. Jones and Coote 
(1981) next proposed that high-pCO2 ice 
brines (produced by CaCO3 precipita-
tion) would effectively export inorganic 
carbon (TIC) into the ocean, possibly 
even contributing to the global solubility 
pump, and others developed this idea 
further (Alekseev and Nagurny, 2007; 
Delille et al., 2007; Rysgaard et al., 2007; 
see Figure 2 for a schematic descrip-
tion of the TIC pump). However, the 
hypothesis of the “TIC pump” has not 
been consistently supported by field 
data, which sometimes show only insig-
nificant alkalinity fractionation in the 
ice (Anderson and Jones, 1985; Miller 
et al., 2011). Furthermore, the TIC 
pump requires certain physical forcing 
conditions that may not take place 
everywhere in the ice pack. Specifically, 
sea ice formation and convection must 
be strong enough to produce brine 
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that is dense enough to sink beneath 
the mixed layer and enter the abyssal 
current system (Figure 2). This kind 
of deep convection typically occurs in 
polynyas (Orsi et al., 1999), but is not 
necessarily descriptive of sea ice forma-
tion over the entire sea ice zone where 
sea ice and the mixed layer depth are 
coupled (Martinson, 1990). Proof of 
the TIC pump has also been substan-
tially hampered by the fact that CaCO3 
precipitation had not been confirmed in 
natural sea ice. That is, CaCO3 had only 
been recovered from sea ice in laborato-
ries. Dieckmann et al.’s (2008) successful 
isolation and identification of CaCO3 
precipitates from Antarctic sea ice is 
an intriguing development in the sea 
ice TIC pump hypothesis, but it is only 
one component of a complicated physi-
cochemical process, which requires a 

concerted research effort to build more 
conclusive evidence.

Anderson et al. (2004) proposed a 
very interesting alternative mechanism 
for ice-facilitated CO2 export that does 
not invoke CaCO3 precipitation. They 
suggested that the process of frazil 
ice formation (first stage of “new” ice 
when slender spikes or plates of ice 
are suspended in turbulent water) at 
the ocean surface hydrodynamically 
enhances air-sea gas exchange, allowing 
the cold surface waters to equilibrate 
with the atmosphere (or nearly so) 
before the ice completely covers the sea 
surface. Thus, the polar mixed layer 
could become saturated with CO2 before 
contributing to any deep convection.

In summary, recent work has indi-
cated that all these conjectured sea-ice 
CO2 transport mechanisms may be valid, 

depending on time and place. During 
freeze-up, strong downward fluxes in 
the presence of at least some remaining 
open water punctuated by sharp, brief 
upward fluxes (Else et al., in press) 
support both the Anderson et al. (2004) 
hypothesis of enhanced CO2 drawdown 
into open waters in which sea ice is 
beginning to form and the suggestion 
that CaCO3 precipitation as ice cools 
increases pCO2 within the ice, which 
can then outgas to the atmosphere. To 
date, only one investigation of CO2 in 
winter sea ice has been published (Miller 
et al., 2011), and that study found that 
very small CO2 fluxes (both upward 
and downward) above the ice persisted 
throughout the coldest part of the year. 
Because the ice was extremely cold 
and likely impermeable (Golden et al., 
1998), those deep-winter fluxes were 
probably exchanges with the snow and 
brine above the ice, and possibly the 
top layer of the ice, but not with the ice 
interior. However, Miller et al. (2011) did 
find evidence that ice brines contribute 
inorganic carbon to the water under the 
ice. As spring approached, Miller et al. 
(2011) saw upward fluxes, increasing in 
magnitude as the temperature increased. 
Other springtime studies also saw 
upward fluxes at the beginning of their 
deployments, but the fluxes very quickly 
switched, continuing strongly downward 
into the ice, as primary production and 
melt (and therefore, possibly CaCO3 
dissolution) advanced (Delille, 2006; 
Nomura et al., 2010a; Papakyriakou 
and Miller, 2011).

Other gases
After CO2, DMS is the most extensively 
studied gas in sea ice (Thomas and 
Dieckmann, 2010). An important link in 
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Figure 1. Carbon dioxide partial pressure (pCO2) values from sea ice, as determined to 
date. The trend indicates that pCO2 inside sea ice generally increases with decreasing 
temperature, which may be the result of CaCO3 precipitation in ice brines and/or 
reduced gas solubility at high salinities. The scatter may indicate the influence of other 
processes, such as biological consumption, remineralization, and increased solubility with 
decreasing temperature.
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the global sulfur cycle (Charlson et al., 
1987; Ayers and Cainey, 2007), DMS is 
a microbial decay product of dimethyl-
sulfonioproprionate (DMSP), which is 
produced by a number of algal species. 
Thus, DMS is one of the primary vectors 
(after sea salt aerosols) for transporting 
sulfur from the ocean to the atmosphere, 
where sulfur plays a significant role in 
cloud condensation and climate regula-
tion. A number of studies have reported 
high DMS and DMSP concentrations 
in sea ice (e.g., Trevena et al., 2000, 
2003; Trevena and Jones, 2006) and 
significant DMS fluxes out of sea ice 
(Zemmelink et al., 2008).

Other gases of biogeochemical interest 
that are associated with sea ice include 
the halogens (mainly alkyl bromides), 
which strongly influence polar atmo-
spheric chemistry (Simpson et al., 2007), 
and methane, an ultrastrong “green-
house” gas that is produced in anoxic 
sediments and is often found in bubbles 
trapped under sea ice (Kvenvolden et al., 
1993; Shakhova et al., 2009). However, 
as yet, little work has been done on the 
behavior of these gases within sea ice.

MeASurINg gAS 
dYNAMICS IN SeA ICe
Matsuo and Miyake’s (1966) measure-
ments of gas concentrations in sea ice 
were based on collecting and analyzing 
the gas released from ice through 
successive melting and refreezing cycles 
under a vacuum. Adapted from the 
field of glacial ice geochemistry, the 
first “modern” studies of gases in sea 
ice generally involved crushing the 
ice in a vacuum and collecting the gas 
released for analysis (Tison et al., 2002). 
This approach extracts gas from the gas 
pockets and from the brine, and then 

a correction is made to account for 
the gas in brine. This approach works 
well for nonbuffered gases such as N2 
and O2, but it is problematic for CO2. 
Exposing a sea ice sample (or seawater) 
to a vacuum disrupts the equilibria 
between the gas (CO2) and its hydrolysis 
products (H2CO3, HCO3

–, and CO 3
2–), 

quantitatively drawing CO2 out of the 
solution and giving unrealistically high 
pCO2 estimates in the ice. Therefore, 
further technique development has 
focused on crushing the ice in smaller 
volumes of head space so that there is no 
need to draw a vacuum in order to get 
an accurate estimate of the gas mixing 

B. ZERO SUM CHANGE SCENARIO

A. TIC PUMP SCENARIO

Fall Winter Spring Summer

Fall Winter Spring Summer

ALK trapped
in ice

ALK trapped
in ice

Onshore Oshore

Wind

ALK dissolves
in ML

ALK and DIC
mix in MLBrine detrains in ML

DIC in brine

DIC in brine

DIC sinks into abyssal waterContinental shelf

Figure 2. Schematic of the total inorganic carbon (TIC) pump. In panel A, the scenario depicts abyssal 
water formation in polynyas and the offshore transport of sea ice so that freeze and melt occur in 
different regions of the ocean. under such a scenario, if carbonate alkalinity (Alk) remains trapped in 
the ice as salt crystals and dissolved inorganic carbon (dIC) drains with the brine, then a “TIC pump” 
might result in a net transport of inorganic carbon to the deep ocean. panel B depicts a scenario where 
ice forms and melts over a water column with a homogeneous mixed layer (Ml). In this case, brine 
from sea ice is likely to detrain in the mixed layer and subsequently recombine with carbonate alka-
linity in the ice. This scenario depicts a zero-sum change in the mixed layer inorganic carbon budget.
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ratios within the ice. In contrast, recent 
measurements of DMS, a relatively 
nonbuffered gas, in sea ice have been 
relatively straightforward, involving 
melting the ice in a closed vessel that is 
then purged with N2 to extract the DMS 
from solution (Trevena and Jones, 2006).

Destructive methods, requiring 
removal and melting or crushing of ice 
cores, are not ideal when attempting to 
study a natural system, and researchers 
have had some success freezing in situ 
probes into the ice to measure gases. 
Most notably, oxygen-sensing optodes 
have generated some very intriguing 
data, although their field deployment 
has been limited and not much has been 
published to date (Mock et al., 2002, 
2003; Rysgaard et al., 2008). The one 
drawback to measuring oxygen in sea 
ice using optodes is that their response 
time is quite slow. Slow response times 
are also a problem for in situ CO2 probes 
that have been used in sea ice, which can 
take about 24 hours to equilibrate with 
their surroundings at subzero tempera-
tures. These probes, dubbed “peepers,” 
were adapted from methods used in 

soil sciences (Holter, 1990; Jacinthe and 
Dick, 1996; Kammann et al., 2001), 
and are simply gas-permeable silicone 
chambers that are frozen into the ice. 
Narrow-bore tubing leads from the 
peepers to the surface and is connected 
to a portable gas analyzer (Figure 3). To 
date, this approach has only been used 
for CO2 measurements, although results 
from soils studies have indicated that 
peepers should also be appropriate for 
other gases in sea ice (Jacinthe and Dick, 
1996; Kammann et al., 2001). When 
measuring CO2 pressures in sea ice using 
peepers, they must be connected to the 
gas analyzer (generally a nondispersive 
infrared detector) in a closed loop so that 
the gas is recycled back into the peeper, 
assuring that a vacuum is not drawn on 
the ice (see Figure 1 for a summary of 
pCO2 in sea ice analyzed using peepers). 

Finally, many of the scientists working 
on the problem of CO2 cycling in sea 
ice are oceanographers and, therefore, 
have naturally attempted to calculate 
pCO2 from total inorganic carbon (TIC), 
total alkalinity (AT), and/or pH in bulk 
sea ice or brines (Delille et al., 2007; 

Nomura et al., 2009, 2010a; Miller et al., 
2011). Ice cores are collected, sectioned, 
and melted, then the melts are analyzed 
for TIC and AT (Rysgaard et al., 2007; 
Miller et al., 2011). Those values are 
then corrected to brine salinity from 
the in situ temperature (Petrich and 
Eicken, 2010), and pCO2 is calculated 
from those extrapolated “brine” TIC 
and AT concentrations. This approach 
requires the assumption that all the 
TIC and AT measured in the bulk ice 
melt initially resided in the brines and 
that the carbonate equilibrium equa-
tions for seawater are applicable to sea 
ice brines, which may not be the case 
due to ion-ion interactions that take 
place in such concentrated solutions 
(Marion, 2001). Collecting and analyzing 
the brines allows pH to be analyzed, 
as well as TIC and AT, but collecting 
a sufficient quantity of brine for such 
analyses requires allowing brines to 
drain either into sackholes drilled into 
the ice (Delille et al., 2007) or from 
cores extracted from the ice (Nomura 
et al., 2009). The brine drainage process 
can take some time, particularly at low 

Figure 3. In situ pCO2 peeper array for vertical profile measurements 
(Amundsen gulf, december 2007). (a) Just before deployment into the 
hole at the right, and (b) after deployment, with sampling ports available 
for connection to an infrared detector. Credit: N. Sutherland

a

b
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temperatures, during which it is difficult 
to limit CO2 exchange with the atmo-
sphere, which affects both the TIC and 
pH measurements, and again, pCO2 is 
underestimated. This problem of gas 
exchange during brine collection also 
applies to the measurement of any gas, 
including O2 and DMS (Delille et al., 
2007), although Papadimitriou et al. 
(2007) calculated that when sufficient 
brine can be collected quickly (i.e., in 
about 10 minutes), the sheltered condi-
tions and low temperatures of a capped 
sackhole limit gas exchange, and the 
analyses should not be significantly 
impacted. Regardless of whether data are 
from melted ice cores or brines, calcu-
lating pCO2 from the other parameters 
is also fundamentally dubious for sea ice 
because the available stability constants 
have only been defined for conditions 
of low salinity and high temperature 
(i.e., seawater). The one published study 
that collected the data necessary to over-
determine the system found that calcu-
lated and measured pCO2 in ice brines 
agreed well, at least in spring ice (Delille 
et al., 2007), indicating that the constants 
can be applied at least a bit beyond their 
empirical range.

The Ins and Outs of 
Flux Measurements
To date, three different methods have 
been employed to measure gas flux in 
and out of sea ice. The first to make 
such measurements were Gosink 
et al. (1976), who charged boreholes 
with gases, sealed the boreholes, then 
measured the gas concentrations in cores 
taken from the surrounding ice over 
the subsequent hours. This approach 
generated extremely interesting results, 
but most efforts since have focused 

on less-destructive measurements 
employing some variation on either eddy 
covariance or bell-jar chambers.

Enclosures (or chambers) act to 
control the volume of air available for 
exchange across a covered surface so 
that emission or uptake can be measured 
as a concentration change (see photo 
of surface flux chamber on article title 
page). The validity of the flux measure-
ment depends on the extent to which 
the enclosure impacts gas transport, 
production, or consumption in the snow 
or upper sea ice. Further, enclosures 
sample over only a very small area, 
which substantially limits the utility of 
the data in a heterogeneous environ-
ment. Enclosures modify the surface’s 
thermal regime by affecting energy 
exchange via radiation and convection, 
possibly affecting carbon equilibrium 
relations and restricting measurement 
to a diffusive flux. Other problems relate 
to pressure changes in the enclosure 
associated with wind fluctuations and 
modified gas concentration in the closed 
head space, which impact the surface-
to-chamber concentration gradient 
and hence the diffusive flux (Nomura 
et al., 2010b). Benefits of the technique 
are that enclosures are inexpensive and 
relatively simple to operate, allowing for 
frequent deployments in numerous loca-
tions. Results provide, if not an accurate 
measure of the flux, a feature-driven 
indication of relative uptake and emis-
sion activity. Valuable insight on the CO2 
source-sink character of sea ice has been 
acquired through the use of enclosures 
in the Arctic (Semiletov et al., 2004; 
Nomura et al., 2006, 2010b; Miller et al., 
in press) and in the Antarctic (Delille, 
2006; Delille et al., 2007). 

Eddy covariance (EC) is a micro- 

meteorological tower-based technique 
that relates a flux (e.g., heat, trace 
gas) to the time-averaged covariance 
between high-frequency fluctuations of 
vertical wind velocity and a scalar 
(e.g., temperature or gas concentration; 
see Figure 4; Bakan, 1978; Edson et al., 
1998). Typically, measurements are made 
with fast-response sensors at a frequency 
between 10 Hz and 20 Hz over a period 
of approximately 30 to 60 minutes. Like 
the enclosure method, the EC tech-
nique also has limitations, being most 
applicable over flat and homogeneous 
surfaces under steady or slowly changing 
atmospheric conditions (Baldochi, 
2003). A suite of corrections is also 
required to account for, among other 
things, the separation distance between 
the measurement of vertical wind 
velocity and the scalar, and to compen-
sate for our inability to sample all signifi-
cant scales of turbulence contributing to 
the turbulent transfer of CO2. Further 
details on the technique are available 
from numerous sources (e.g., Massman 
and Lee, 2002; Baldochi, 2003). 

The technique for trace gas studies 
over sea ice has thus far been limited to 
fluxes of H2O and CO2 (Semiletov et al., 
2004; Miller et al., 2011; Papakyriakou 
and Miller, 2011), and these studies use 
fast-response nondispersive infrared 
analyzers (NDIR) of open-type (OP) 
architecture, meaning the sensor’s 
optical path is in the free atmosphere. 
Alternatively, measurements can be 
made within a confined cell using a 
closed-path NDIR (CP). The OP system 
has the advantages of the optical path 
being very near to the vertical wind 
velocity measurement, sampling air with 
minimal aerodynamic disturbances, and 
of having modest power requirements. 
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The CP NDIR, on the other hand, is 
typically located several meters from 
the vertical wind velocity measurement, 
requiring that air be drawn through a 
tube to the sensor using a high-capacity 
pump (McGillis et al., 2001). Cold-
region measurements of the CO2 flux 
using a CP EC system do not contain 
biases that have been recently reported 
for open-path EC systems (Amiro, 
2010; Prytherch et al., 2010). Although 
corrections are available (Webb et al., 
1980; Burba et al., 2008) to OP data 
sets, and have been used in CO2 flux 
studies over sea ice (Papakyriakou and 
Miller, 2011), they can be large in rela-
tion to the observed fluxes, and some 
are empirically based (Burba et al., 2008) 
and untested over polar snow and sea 
ice surfaces. Further work is required to 
confirm the results of previous studies. 

Fast-response detectors have not been 

incorporated in EC systems for DMS 
over sea ice; rather, existing measure-
ments of DMS emission are based on a 
modification of the EC method, in which 
the average gas concentration over the 
period required for the detector response 
is compared to the average air move-
ment over the same period (relaxed eddy 
accumulation; Zemmelink et al., 2008). 
In many ways, sea ice is an ideal environ-
ment for EC measurements because the 
surface can be relatively smooth and 
uniform (at least for first-year ice) and 
the platform is stable. On the other hand, 
sea ice is an extremely variable envi-
ronment on the mesoscale, with cores 
collected only a couple of meters apart 
often displaying quite different charac-
teristics (Miller et al., 2011) that result in 
spatial variations at a scale not resolved 
by eddy covariance measurements.

SeA ICe MICrOSTruC Ture: 
A Tr ANSpOrT pAThWAY ANd 
A hOMe AWAY FrOM hOMe
One of the remarkable capacities of 
sympagic (ice-associated) organisms is 
to maintain viability inside the porous 
microstructure of the ice throughout 
the winter and subsequently to multiply 
in spring. These organisms inhabit 
the interstitial spaces (brine channels 
and gas pockets) within the ice crystal 
structure (Burkholder and Mandelli, 
1965; Arrigo et al., 2010; Deming, 2010). 
Diatoms comprise an important part of 
the ice algal community and appear to 
have the capacity not only to adapt from 
surface ocean to interstitial ice condi-
tions but also to modify the physical 
structure of the ice to suit their needs 
(Krembs et al., 2002, 2011). Here, we 
discuss what is known about the rates of 
material fluxes through the ice micro-
structure and their mechanisms.

The porous microstructure of sea ice 
is the central factor controlling biogeo-
chemical cycling and fluxes in the ice. 
The fluid phase of sea ice is composed 
of brine inclusions that range from 
0.1 to 10 mm in length (Light et al., 
2003) and air inclusions spanning sizes 
of 0.01 to 1 mm in first-year sea ice 
(Light et al., 2003), to tens of millimeters 
in multiyear hummock ice (Perovich 
and Gow, 1996). Porosity, defined as the 
volume of the voids divided by the total 
volume of ice, can range from 2 to 40% 
(Perovich and Gow, 1996). Much of 
this internal volume is filled with brine, 
but in first-year ice, some 1 to 5% is 
filled with gas, and the gas-filled voids 
are known to increase significantly in 
multiyear, as well as springtime, ice. The 
connectivity of these individual inclu-
sions is difficult to measure, although 

Figure 4. eddy covariance system for measurements of CO2 fluxes deployed over the sea ice (Franklin 
Bay, winter 2004). The sonic anemometer and open-path CO2 detector are at the top of the 
picture. Credit: T. Papakyriakou
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computed tomography scans and 
network algorithms have made some 
progress in quantifying this connectivity 
(Golden et al., 2007). Pore connec-
tivity is certainly the controlling factor 
determining transport within the sea 
ice microstructure; however, transport 
is usually related to porosity as that is 
easier to quantify. 

Brine drainage from sea ice is by far 
the best-studied result of solute segrega-
tion and internal sea ice microstructure 
(Cox and Weeks, 1988; Golden et al., 
1998, 2007; Freitag and Eicken, 2003; 
Oertling and Watts, 2004). Brine 
drainage plays a role in forming deep-
water masses throughout the global 
ocean and establishing the high salinities 
required for deep convection (Steele and 
Morison, 1995; Orsi et al., 1999; Tamura 
et al., 2008). As discussed above, several 
hypotheses exist for sea ice enhance-
ment of the CO2 solubility pump in 
these deep- and intermediate-water 
formation regions. 

The liquid permeability of sea ice is 
well established and is similar to fine-
grain sand (on the order of 10–13 m2; 
Golden et al., 2007). Below 5% porosity, 
brine drainage is thought to virtually 
cease (Cox and Weeks, 1988). Golden 
et al. (2006) established a theoretical 
upper bound for liquid permeability 
that reproduces this behavior using 
cylindrical capillaries whose internal 
radii are representative of brine porosity. 
However, some debate exists on precisely 
what stage of ice growth leads to brine 
drainage and what processes are respon-
sible for transporting brine out of the 
ice. Solute segregation during ice growth 
leads to solute accumulation at the 
freezing interface. The canonical view 
has been that this brine subsequently 

convects away from the freezing interface 
and into the water column. However, new 
studies using the “mushy layer” theory 
indicate that brine drainage requires a 
critical ice thickness and that drainage 
by gravity alone is the primary process 
leading to bulk desalination (Feltham 
et al., 2006; Notz and Worster, 2009).

In comparison to the permeation 
of brine, there has been relatively little 
consideration given to the process of 
gas permeation through sea ice, but 
it is conceptually similar to gas diffu-
sion through the unsaturated (vadose) 
zone in soils. From those empirical 
relationships, we can infer that sea ice 
permeability would range from about 
10–7 to 10–4 cm2 s–1 in first-year sea 
ice with 1 to 5% gas porosity, based 
on the Penman-Millington Quirk soil 
gas diffusion model (Moldrup et al., 
2004; Kawamoto et al., 2006). The 
few laboratory and field estimates 
that have been made of gas diffusion 
through sea ice fall within this range, 
exhibiting large differences in magni-
tude, depending on the specific gas. 
For CO2, gas diffusivity ranges from 
18 to 90 x 10–5 cm2 s–1 (Gosink et al., 
1976; Nomura et al., 2006). Diffusion 
ranges from 3 to 6 x 10–5 cm2 s–1 
for O2 (Loose et al., 2010) and from 
0.4 to 20 x 10–5 cm2 s–1 for SF6 (Gosink 
et al., 1976; Loose et al., 2010). Much of 
this variability can probably be attributed 
to differences in sea ice porosity, and/
or gas permeation through sea ice may 
be fundamentally different from liquid 
permeation. However, we lack sufficient 
research to link porosity and gas diffu-
sivity in sea ice in a quantitative fashion. 

It is important to point out that 
all studies of gas diffusion have been 
conducted in cold, columnar first-year 

sea ice where porosity was low, especially 
near the ice surface, as a result of cold 
temperatures. To date, the rate of gas 
diffusion in warm, springtime ice has 
not been documented in the field or the 
laboratory. The progressive freshening 
and drainage of springtime sea ice will 
likely yield much larger gas diffusion 
rates, although gas transport by brine 
convection will complicate this picture.

INSIghTS FrOM TheOrY 
ANd eXperIMeNTATION
Sea Ice and the Mushy layer
To determine the physical properties of 
sea ice, all models, including those based 
on first physical principles, require, at 
minimum, profiles of either temperature 
or salinity through the ice (Feltham et al., 
2006). Beyond this constraint, models 
based on sea ice thermodynamics 
require nothing else. The greatest recent 
theoretical advance in sea ice simula-
tions has come from the recognition 
that sea ice can be treated as a “mushy 
layer” (Worster, 1991). This constitutive 
formulation describes the evolution of a 
pure crystalline phase bathed within its 
impure fluid. The advantage of mushy 
layer theory is that it presents the most 
elegant, and in some cases analytical, 
solutions to the equations describing 
the physical evolution of sea ice and, 
therefore, represents a principal tool in 
describing the behavior of growing sea 
ice and associated brine drainage. 

There are at least two important 
implications of mushy layer theory for 
biogeochemical processes. First, desalina-
tion of sea ice does not occur by solute 
segregation at the freezing interface 
(Notz and Worster, 2009). Instead, 
gravity-driven brine drainage is the 
principal drainage mechanism in young 
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sea ice, and this process begins only after 
the ice has reached a certain thickness 
(Notz and Worster, 2009). This outcome 
is supported by the results of Wettlaufer 
et al. (1997), but it is seemingly at odds 
with experimental evidence that has been 
used to construct empirical equations for 
sea ice growth, including those of Cox 
and Weeks (1983, 1988), as well as the 
results of Loose et al. (2009), who show 
a nearly instantaneous response in both 
oxygen and salt during the first stages 
of ice crystal nucleation. However, the 
apparent discrepancies may be a function 
of the water conditions beneath the ice 
during formation. In mushy layer theory, 
the solute boundary layer governs the 
transition region from ice crystal lattice 
to pure liquid, and transport is assumed 
to proceed at the rate of molecular diffu-
sion, therefore permitting a continuous 
salinity gradient from the water into the 
ice (Notz and Worster, 2009). However, 
turbulence beneath the ice is a critical 
control on solute boundary layer thick-
ness and, hence, on the transport of 
solutes away from that interface (Killawee 
et al., 1998). The experiments of Loose 
et al. (2009) involved a water bath that 
was mixed using submersible pumps, 
potentially disrupting the boundary 
dictated by mushy layer theory. In the 
polar ocean, sea ice formation occurs 
under a variety of turbulence conditions, 
but the solute boundary layer beneath 
natural sea ice may still be governed by 
molecular rates, as indicated by mushy 
layer theory. These phenomena may only 
be valid for the bottom centimeters of 
the ice and/or for quiescent waters, but 
if they prove to be more pervasive, they 
have tremendous implications for our 

understanding of the strength and timing 
of water column convection beneath 
sea ice, the processes that take place in 
polynyas, and even the carbonate compo-
sition of brine as it drains.

The second important implication 
from mushy layer theory is that gravity-
driven brine drainage is accompanied by 
a return flow of seawater that penetrates 
into the ice matrix to occupy the volume 
recently vacated by the brine. This 
seawater pumping mechanism might be 
an important source of nutrients to the 
algal community living near the bottom 
of the ice. Indeed, the high concentra-
tions of iron observed in sea ice (an 
order of magnitude higher than in the 
underlying water) have been explained 
as resulting from effective “filtering” of 
particle-reactive iron from seawater onto 
the solid ice surfaces, as large volumes 
of surface seawater are flushed through 
Antarctic sea ice, particularly as spring 
melt advances (Lannuzel et al., 2010). 
However, mushy layer theory does not 
account for gas processes in sea ice, as 
gas is actually a third phase—neither 
pure solid nor impure liquid. The addi-
tion of a third phase may effectively 
remove the seawater infiltration mecha-
nism by allowing drained brine channels 
to become gas-filled void spaces that 
draw gas into the ice from the atmo-
sphere, or from the brine solution. The 
subject of brine drainage mechanisms 
(solute segregation versus gravity 
drainage), the range of applicability of 
mushy layer theory, and the mechanisms 
that lead to seawater infiltration are all 
topics that remain to be conclusively 
resolved by theoretical and data-based 
representations of sea ice.

prOgreSS TOWArd SeA ICe 
BIOgeOCheMISTrY IN MOdelS 
OF The pOl Ar OCeAN
Climate system models1 to date treat sea 
ice in a unimodal fashion; heat, radia-
tion, and gas fluxes are all influenced by 
sea ice cover, but the biogeochemistry of 
ice itself is only beginning to take shape 
within “system” codes. A Web of Science 
search of the terms “carbon dioxide, sea 
ice, model” will yield dozens of results 
related to climate simulations that focus 
on the loss of ice coverage. Carbonate 
chemistry within the sea ice matrix, 
however, is difficult to find.

representing Organic and 
Inorganic gas production in 
System Models
The cycling of climate-active gases is 
distinct within different sea ice types, 
and, in turn, sea ice types are a function 
of age and their formation conditions 
(Petrich and Eicken, 2010). One strategy 
for representing overall biogeochemical 
cycling in sea ice has been to incorporate 
source, sink, and transport terms directly 
into dynamic pack models themselves 
(Elliot et al., 2010; Vancoppenolle et al., 
2010). The vertical transport of solutes 
is thus handled as either simple eddy 
diffusion, or through mixing length 
theory coupled to multiphase porous 
flow through the evolving brine. In 
either case, thresholds such as “the 
rule of fives” (Golden et al., 1998) and 
pulse freezing enhancements (Fritsen 
et al., 1998; Vancoppenolle et al., 2010) 
can be represented as an easy means 
to parameterize more complex porous 
microstructure dynamics.

As in the open ocean (contrast Moore 

1 System models are defined as the class of codes that explicitly represent ecosystem dynamics and all the principal biogeochemical cycles as well as the dynamics that 
determine transport.
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et al. [2002] with Moore et al. [2004]), 
modeling groups have used community 
ecosystem codes as a starting point 
for sea ice biogeochemistry. Nutrient 
simulations in the ice column began as 
box or layered models of photosynthetic 
uptake (Arrigo et al., 1993). Scales then 
expanded to the pan-polar, with heavy 
reliance on data assimilation to represent 
processes such as phytoplankton abun-
dance and distributed sea ice plus snow 
cover (Arrigo et al., 1997). Early algo-
rithms for biogeochemical cycling were 
then adapted to the Arctic bottom layer, 
usually for landfast ice (Lavoie et al., 
2005; Jin et al., 2006). In a few cases, 
transition to full pack dynamics has been 
accomplished (Deal et al., 2011). Real 
connections to the climate system have 
lagged, however. Solutes are converted 
to phytoplankton and particulates with 
some fidelity, but dissolved gas chemistry 
is not explicitly represented in these 
models. For example, Redfield ratios 
are generally used to couple individual 
elements, a highly dubious approach 
in the extreme environment of sea 
ice. Meanwhile, production of O2 and 
consumption of CO2 by photosynthesis 
are not simulated.

The field evidence of precipitating 
CaCO3 polymorphs from natural sea 
ice cores (Dieckmann et al., 2008) and 
the elaboration of the carbonate pump 
hypothesis (Alekseev and Nagurny, 2007; 
Delille et al., 2007; Rysgaard et al., 2007) 
provide strong motivation to include 
carbonate mineral processes into sea 
ice models (see above for more detail). 
The situation has been modeled several 
times at the analytical and box levels 
(Jones and Coote, 1981; Rysgaard et al., 
2009), and the connections to ecosystem 
dynamics will be straightforward. In any 

detailed representation of the biogeo-
chemical system, TIC must be realisti-
cally fractionated, with some portion 
precipitated as CaCO3 and some trans-
ported along with other brine solutes, 
as discussed above. The eddy mixing 
concepts should be directly applicable 
(Vancoppenolle et al., 2010; Jeffrey 
et al., in press). But, models for thermo-
dynamic salt effects on solubility, and 
acid-base and mineral equilibria all need 
to be extrapolated to ice temperature 
and salinity conditions. In an additional 
complication, gravity drainage leaves 
air-filled channels above the freeboard 
level (Light et al., 2003), and laminar 
layer models for vertical transfer can be 
applied inside brine tubes at the internal 
liquid-gas interface. One challenge will 
then be parameterization of gas diffusion 
rates through upper-level networks and 
snow. Another will be to account for 
structural effects of the carbonate solids.

All gases are subject to excess satura-
tion as ionic strength (salinity) increases. 
Bubble formation is well known in sea 
ice (Weeks and Ackley, 1982; Light et al., 
2003), but the volumes are small, and 
micrographs are only sometimes able 
to identify gas bubbles as brine channel 
inclusions. Nevertheless, rich headspace 
and surface chemistries likely occur 
within the ice matrix. Most current ice 
geochemical cycling models ignore these 
as secondary effects (Vancoppenolle 
et al., 2010; Jeffrey et al., in press), 
but the bubble situation may deserve 
closer examination. 

Simulating Volatile 
gas production
In Arctic ice, algae residing primarily in 
the bottom layer produce and/or support 
locally high levels of DMS (Levasseur 

et al., 1994; Stefels et al., 2007). In a 
dynamic ice code, excess DMS emanating 
from the matrix must be permitted to 
exchange with surface waters by spilling 
into leads or marginal waters. There, 
it will concentrate in thin, freshened 
layers near the surface (Matrai et al., 
2008), and interaction with mixed layer 
physics becomes critical. In the Southern 
Ocean, strong DMS producers such as 
Phaeocystis populate the pack surface 
(Stefels et al., 2007). If the increasing 
dominance of first-year ice in the Arctic 
Ocean over the coming decades creates 
a marine ecosystem more like that in 
the Antarctic, analogous phenomena 
may become important in the north. 
Ultimately, both upper-ice habitats and 
brine channel sulfur migration must be 
simulated (Arrigo et al., 1997; Stefels 
et al., 2007). Volatile halogens of the 
hypersaline regime, extending up to the 
sea ice-snow interface, are often present 
as alkylated organic molecules, but 
elemental iodine gas is also included. 
These compounds are transported into 
the polar troposphere where they cata-
lyze ozone photochemistry (Saiz-Lopez 
et al., 2007; Simpson et al., 2007; Freiss 
et al., 2010). But, they are yet to be dealt 
with in the models.

The ultrastrong greenhouse forcing 
agent methane may present special 
difficulties. Bubble seeps or flares consti-
tute well-known features of the natural 
cycle at the global scale. Moreover, large 
releases have recently been connected 
with global warming induced degra-
dation of submarine permafrost and 
clathrates (frozen methane hydrates). 
Such structures are predominantly found 
in the Arctic (Kvenvolden et al. 1993; 
Shakhova et al. 2009). The molecule can 
move rapidly upward from sediments 
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in the bubble phase (Obzhirov et al., 
2004; Shakhova et al. 2009). Therefore, 
concentrations build up beneath the ice 
pack, both in solution and as trapped 
pockets of vapor. It may be necessary 
to add yet another phase to gas mixing 
inside the sea ice matrix, and numerical 
approaches to brine transport already 
constitute multiphase porous flow 
(Jeffrey et al., in press).

Recent general evolution of the sea 
ice biogeochemistry models are char-
acterized through a set of examples 
in Table 1. Approaches being pursued 
around the community tend to be 

ecodynamically well developed, but 
much hard work remains before gases 
will be adequately represented. This state-
ment applies whether the compounds 
involved are major or trace, simple or 
complex, dissolved or otherwise. For 
example, extant codes treat the Monod 
equation for organism growth, as well 
as light limitation, in much the same 
fashion within their ecosystems, except 
for Vancoppenolle et al. (2010) who 
reverse engineer primary production 
from observed rates. Lavoie et al. (2005) 
include an additional, hypothetical ice 
growth rate restriction on the phyto- 

plankton. But, the gases remain explicitly 
unincorporated across this suite of major 
efforts. The Deal et al. (2011) model is 
now being extended with bottom layer 
sulfur dynamics so that it will encompass 
ice-sourced DMSP and DMS. Dissolved 
inorganic carbon, alkalinity, solid precipi-
tation, and photosynthetic conversion 
of carbonate to organics/molecular 
oxygen should be expected to make their 
appearance soon in at least some of these 
systems. Investigators in the Deal group 
further intend to consider methane 
bubbles arriving from below the ice pack 
(Shakhova et al., 2009).

Table 1. A survey of simulations that resolve biogeochemical cycles within sea ice. Box models may be considered zero dimensional. 
Note that only a few groups have ventured into the realm of horizontal distribution, and that gases are in general yet to be included.  

An interesting exception is ammonia/um, but this is due to its role in nitrogen remineralization.

Reference
Biological 

Dimensions Physical Domain Ice Dynamics
Elements 

and Cycles Optics Validation

Arrigo et al. 
(1993)

Vertical
landfast at 

McMurdo Sound

heat transfer 
through 10 mm 

layers

N, p, Si, and 
redfield to 

chlorophyll*, 
recycle Nh4

Snow, ice 
attenuation, and 

self-shading

local ice, 
nutrient, and 

chlorophyll data

Arrigo et al. 
(1997)

Coarse 3d Southern Ocean
remotely sensed 
ice, snow extent

N, p, Si, and 
redfield to 

chlorophyll*, 
recycle Nh4

Snow, ice 
attenuation, and 

self-shading
Multiple ice cores

lavoie et al. 
(2005)

Box model
landfast at 

resolute

heat transfer 
through one 
snow, two ice 

layers

Si and redfield to 
chlorophyll*

Snow/ice attenu-
ation, biological 

heating

local light, 
nutrient, and 

chlorophyll data

Jin et al. (2006) Box model
landfast at 

Barrow
Fixed empirical

N, Si, and redfield 
to chlorophyll*, 

recycle Nh4

Snow, ice 
attenuation

local ice column 
chlorophyll

Vancoppenolle 
et al. (2010)

Vertical Weddell Sea
Vertical brine plus 
eddy drain, data 

flush

Si, from C rates 
based on empir-
ical chlorophyll

hard switch as 
short-wave diode

drift station 
cores at sites Ice 

Station polarstern 
(ISpOl) and liège

deal et al. 
(2011)

2d bottom 
layer

pan-Arctic (global 
but Antarctic 
unvalidated)

Multiple layers 
and thicknesses

N, Si, C, and 
redfield to 

chlorophyll*, 
recycle Nh4

Snow, ice 
attenuation, and 

self-shading

Multiple 
chlorophyll

bottom data

*ecodynamics are estimated using empirical relationships based on in situ chlorophyll concentrations and the redfield ratios for sea ice.
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reSeArCh FOr The FuTure
This article emphasizes the role of sea 
ice processes in the context of polar 
ocean and global-scale biogeochemical 
cycles, with particular attention given 
to biogenic gas fluxes. The retreat of 
summer sea ice in the Arctic has brought 
urgency to the search for a first-order 
understanding of carbon, oxygen, 
and carbonate cycling in seasonal 
sea ice. In the past 50 years, ice algae 
cryoadaptations, mineral precipitation, 
and the permeability of sea ice have all 
been revealed as processes that may 
impact the polar ocean carbon cycle. 
Whereas these processes are now well 
documented—a major step forward—
their net effect is far from clear. Many 
of the studies that we highlighted here 
have yielded conflicting results—often 
because these studies are scattered 
throughout the seasonal ice cycle and 
because of the inherent spatial variability 
in sea ice. Previously oversimplified 
processes, such as air-sea gas exchange 
in sea ice-covered waters, have proven 
important to elemental budgets in simple 
calculations, but remain unconstrained 
by direct measurement. The community 
awaits emerging results from the recent 
International Polar Year, and from future 
field and laboratory studies, as there is 
a pressing need to develop predictive 
scaling laws that capture the cycling of 
algae/phytoplankton, nutrients, and, 
ultimately, carbon between the water 
column, the ice, and the atmosphere. 
These microscale processes have little 
hope of being represented directly within 
Earth system models, at any dimen-
sion. Therefore, simulations will rely on 
approximation of these processes, and 
those approximations must be grounded 
in a robust understanding of the net 

balance among biological, physical, 
and chemical processes in the sea ice. 
The interplay among these processes 
can be revealed through laboratory and 
theoretical study. Ultimately, the impact 
of each process must be validated with 
field studies. Here is a list of critical 
topics that we hope the future of sea ice 
sciences will address to push our under-
standing to the level of prediction: 

•	 In	situ	sensor	development	for	
measuring and monitoring gases in 
sea ice (laboratory, field)

•	 Validation	of	the	timing	and	the	
processes (solute segregation vs. 
gravity drainage) that lead to desali-
nation of sea ice and water column 
convection under ice

•	 Determination	of	the	conditions	
under which CaCO3 polymorphs are 
found in natural sea ice

•	 Determination	of	empirical	scaling	
laws for the rate of bulk gas perme-
ability in all sea ice types, including 
columnar, granular, multiyear, and 
especially springtime or melting ice 
(laboratory, field)

•	 Determination	of	the	veracity	of	
mushy layer theory in the study of 
real sea ice 

° Quantification of seawater infiltra-
tion as a return flow caused by the 
brine drainage process

° Correction for the effects of gas 
as a third phase in ice that is not 
explicitly accounted for in mushy 
layer theory

•	 Exploration	of	the	effect	of	organic	
material on the physical properties 
of ice: porosity, permeability, and the 
radiative balance

•	 Development	of	seasonally	varying	
nutrient budgets for the seasonal 

sea ice zone that account for 
(1) sediment transport from the 
continental shelves to offshore melting 
sites, (2) aeolian deposition, and 
(3) water-column recycling

•	 Incorporation	of	all	of	the	above	
processes into models of sea ice at 
the ocean basin scale and in the 
climate system 
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