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Abstr act. The feasibility of global ocean weather prediction was just emerging 
as the Global Ocean Data Assimilation Experiment (GODAE) began in 1997. Ocean 
weather includes phenomena such as meandering currents and fronts, eddies, the 
surface mixed layer and sea surface temperature (SST), equatorial and coastally 
trapped waves, upwelling of cold water, and Rossby waves, all influencing ocean 
variables such as temperature (T), salinity (S), currents, and sea surface height 
(SSH). Adequate real-time data input, computing power, numerical ocean models, 
data assimilation capabilities, atmospheric forcing, and bathymetric/boundary 
constraints are essential to make such prediction possible. The key observing systems 
and real-time data inputs are SSH from satellite altimetry, satellite and in situ SST, T, 
or T and S profiles (e.g., Argo, TAO/Triton, PIRATA moored array in the Atlantic, 
bathythermographs), and atmospheric forcing. The ocean models dynamically 
interpolate data in conjunction with data assimilation, convert atmospheric forcing 
into oceanic responses, and forecast the ocean weather, applying bathymetric/
boundary constraints in the process. The results are substantially influenced by 
ocean model simulation skill and it is advantageous to use an ocean model that is 
eddy-resolving (nominally 1/10° or finer), not just eddy-permitting. Because the 
most abundant ocean observations are satellite surface data, and subsurface data 
are very sparse in relation to the spatial scales of the mesoscale ocean features that 
dominate the ocean interior, downward projection of surface data is a key challenge 
in ocean data assimilation. The need for accurate prediction of ocean features that 
are inadequately observed, such as mixed layer depth, places a major burden on 
the ocean model, data assimilation, and atmospheric forcing. The sensitivity of 
ocean phenomena to atmospheric forcing and the time scale for response affect 
the time scale for oceanic predictive skill, sensitivity to the initial state versus 
the atmospheric forcing as a function of forecast length, and thus oceanic data 
requirements and prediction system design. Outside of surface boundary layers 
and shallow regions, forecast skill is about one month globally and over many 
subregions, and is only modestly reduced by using climatological forcing after the 
end of atmospheric forecasts versus using analysis-quality forcing for the duration. 
In addition, global ocean prediction systems must demonstrate the ability to provide 
initial and boundary conditions to nested regional and coastal models that enhance 
their predictive skill. Demonstrations of feasibility in relation to the preceding 
phenomena, requirements, and challenges are drawn from the following global 
and basin-scale ocean prediction systems: BLUElink> (Australia), the HYbrid 
Coordinate Ocean Model (HYCOM; USA), Mercator (France), Multivariate Ocean 
Variational Estimation/Meteorological Research Institute Community Ocean 
Model (MOVE/MRI.COM; Japan), and the Naval Research Laboratory Layered 
Ocean Model (NLOM; USA).

Introduction
At the beginning of the Global Ocean 
Data Assimilation Experiment (GODAE) 
in 1997, the feasibility of global ocean 
prediction at the mesoscale, about 
50–500 km, was considered primarily in 
terms of enabling technologies, which 
are discussed in this issue by Clark et al., 
Roemmich et al., and Dombrowsky et al. 
At the end of GODAE, we can demon-
strate feasibility based on the capabilities 
and limitations of present real-time 
operational and pre-operational GODAE 
ocean prediction systems, discussed 
here for high-resolution global and 
basin-scale nowcasts and forecasts at 
the mesoscale. We also include some 
indications of the potential for future 
increases in capability.

Feasibility demonstrations cover the 
key capabilities needed for global and 
basin-scale ocean prediction systems. 
In particular, they must have the ability 
to nowcast and forecast (1) deep ocean 
mesoscale variability, including indi-
vidual eddies and meanders of ocean 
currents and fronts, (2) sea surface 
temperature (SST) with accuracy 
sufficient for user applications and 
future coupled atmosphere-ocean and 
Earth system prediction systems, and 
(3) coastal region phenomena, such 
as upwelling of cold water and the 
generation and propagation of coastally 
trapped waves, with skill sufficient to 
provide useful results for applications 
and useful boundary and initial condi-
tions for nested coastal models with 
higher resolution or added capability, 
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such as tides. In the next section, we 
discuss the link between ocean model 
resolution and ocean dynamics and its 
implications for nowcasting/forecasting 
of mesoscale variability. The following 
two sections present nowcast and fore-
cast demonstrations of mesoscale ocean 
features with examples of evaluations 
for individual features. These evalua-
tions can be done routinely in real time 
or near-real time using independent 
data not assimilated by the predic-
tion systems. The next two sections 

address quantitative forecast evaluation 
and interpretation of the results, and 
provide an example where longer range 
mesoscale forecasting is possible. After 
that, we demonstrate SST forecast skill 
superior to persistence (a forecast of no 
change). So far, persistence of the initial 
time SST analysis is the approach used 
in atmospheric forecast models. The 
final section of this article presents a 
demonstration of coastal region perfor-
mance in nowcasting and forecasting of 
coastally trapped waves.

Need for an Eddy-
Resolving Ocean  Model
As noted in the abstract, an eddy-
resolving ocean model is one of the 
components that is essential for 
ocean prediction at the mesoscale. 
The simulation skill of the ocean 
model is critical because of its roles in 
(1) dynamical interpolation of the data 
during assimilation, (2) representing 
the poorly observed subsurface ocean, 
(3) converting atmospheric forcing into 
ocean responses, (4) accurately applying 
topographic/geometric constraints, 
(5) producing forecasts of “ocean 
weather,” and (6) providing boundary 
conditions and initial conditions for 
nested regional and coastal models 
with even higher resolution. An eddy-
resolving ocean model is also required 
to resolve the physics of baroclinic 
instability, which means the model must 
(a) resolve the first baroclinic Rossby 
radius of deformation because of its 
relation to the predominant spatial scale 
for baroclinic instability, (b) be able to 
simulate strong, baroclinically unstable 
inertial jets (and associated recirculation 
gyres) that penetrate far into the ocean 
interior, and (c) resolve the physics of 
baroclinic instability very well in order 
to transfer sufficient energy into the 
abyssal layer. The resulting eddy-driven 
abyssal currents can in turn steer the 
pathways of upper ocean currents 
in regions outside the tropics. Thus, 
baroclinic instability in combination 
with topographic influences and baro-
tropic instability strongly influence the 
spatial scales, evolution, amplitude, and 
propagation of ocean eddies and current/
frontal meanders, and in addition, the 
mean pathways of upper ocean currents. 
The model resolution required to meet 
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these criteria varies with location and 
can range from 1/10° to 1/25° (10 to 3 km 
for each model variable).

A global or basin-scale model that 
generates eddies and current mean-
ders but does not adequately meet 
the preceding criteria is termed eddy-
permitting. See Hurlburt et al. (2008a,b) 
for additional discussion of this topic, 
and see Emery et al. (1984), Chelton 
et al. (1998), and Oh et al. (2000) to find 
observation-based estimates of the first 
baroclinic Rossby radius of deforma-
tion over most of the global ocean. An 
eddy-permitting model may be adequate 
where baroclinic instability is not signifi-
cant, but eddies are ubiquitous over most 
of the global ocean (Ducet et al., 2000) 
even where sea surface height (SSH) 
variability is low (Figure 1a), a situation 
also demonstrated by eddy-resolving 
GODAE ocean prediction systems (see 
Web page list in Dombrowsky et al., 
2009). In a nonassimilative basin-scale 
model, Hurlburt and Hogan (2000) 
found an explosion of strong eddies over 
the ocean interior when the ocean model 
resolution was increased from eddy-
permitting (14 km) to eddy-resolving 
(7 km), while maintaining relatively low 
SSH variability in the ocean interior in 
line with satellite altimetry.

Still, a comparison between SSH vari-
ability simulated by a model (without 
ocean data assimilation) and SSH vari-
ability measured by satellite altimetry is 
a useful first step in assessing the ability 
of the model to represent mesoscale 
variability. Mesoscale variability is the 
leading deep-water source of SSH vari-
ability retained in the altimetry maps 
outside the waveguides for equatorial 
and coastally trapped waves. Thus, one 
might expect an eddy-resolving model 

to simulate higher variability and more 
realistic patterns of variability than 
an eddy-permitting model. Figure 1 
is a global comparison of SSH vari-
ability over 2004–2006 as simulated by 
(c) 1/4° and (b) 1/12° Mercator without 
data assimilation and (a) as calculated 

from weekly model-independent 
1/12° analyses of sea level anomalies from 
satellite altimeter data (performed at the 
CLS Space Oceanography Division).

The global pattern and amplitude of 
the model-simulated variability is quite 
similar to that from the altimetry, with 

Figure 1. 2004–2006 root mean square (RMS) sea surface height (SSH) variability (m) 
calculated from (a) 1/3° CLS analyses of altimeter data and (b,c) global Mercator 
simulations run without ocean data assimilation using (b) the 1/12° ORCA12 and 
(c) the 1/4° ORCA025 grid configurations. Both have 50 depth-coordinate levels in 
the vertical, partial cell topography (Barnier et al., 2006), and daily-mean interan-
nual forcing from the European Centre for Medium-Range Weather Forecasts 
(ECMWF). The global mean RMS SSH over the domain sampled by the altimetry is 
(a) 7.26 cm for the CLS analyses, (b) 7.51 cm for the 1/12°, and (c) 6.76 cm for the 
1/4° Mercator simulations.
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an almost one-to-one correspondence 
between large and small features with 
high, intermediate, and low variability, 
although significant differences can 
be seen upon examination of indi-
vidual regions. Barnier et al. (2006) 
demonstrate the improved perfor-
mance of the eddy-permitting global 
1/4° ORCA025 model (used in Figure 1c) 
when partial-step topography and an 
energy-enstrophy conserving scheme 
for momentum are used (also used in 
the eddy-resolving 1/12° simulation). 

In many regions, the variability in the 
1/4° simulation is comparable to that in 
the 1/12° simulation and the altimeter 
map, even though it is eddy-permitting. 
However, the 1/12° simulation exhibits 
higher variability in ocean interiors 
and in some western boundary current 
systems, such as the Gulf Stream and 
North Atlantic Current, the Gulf of 
Mexico eddy-shedding, and the East 
Australian Current. In many ocean inte-
rior regions, the SSH variability in the 
1/12° Mercator simulation exceeds that in 

the altimetry map, which has 1/3° resolu-
tion and was calculated from altimeter 
data with track spacing generally > 1/12°. 
In much of the Antarctic Circumpolar 
Current, the variability in the 1/4° simu-
lation exceeds that in the altimetry map 
(and the 1/12° simulation), an issue 
discussed in Barnier et al. (2006). The 
success of the 1/12° Mercator in simu-
lating the variability associated with the 
Agulhas retroflection at the southern 
tip of Africa is particularly noteworthy 
(Figure 2f versus 2e) because that has 

Figure 2. Zooms on (a–d, h) the Gulf 
Stream and (e–g) Agulhas retroflec-
tion regions. (a,e) Along-track RMS 
SSH variability from satellite altim-
eter data in four orbits (available 
over the time window 2001–April 
2008) overlaid on topographic 
contours (depth in meters) in 
(a) the Gulf Stream and (e) Agulhas 
retroflection regions. The tracks are 
overlaid in the following order from 
top to bottom: (1) Envisat, (2) GFO, 
(3) Jason-1, and (4) TOPEX inter-
leaved. (b,c) RMS SSH variability over 
(b) four model years and (c) model 
year 3 from nonassimilative 
(b) 1/12°, and (c) 1/25° global HYbrid 
Coordinate Ocean Model (HYCOM) 
simulations with 32 hybrid layers 
in the vertical and climatological 
atmospheric forcing from ECMWF 
with wind speed corrected using 
QuikSCAT climatology. Panels 
(d) and (f) are from the 1/12° and 
(g,h) from the 1/4° global Mercator 
simulations in Figure 1 for (d,h) the 
Gulf Stream region and (f,g) the 
Agulhas retroflection region.
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been a difficult feat for global ocean 
models. Unlike the observed variability, 
the models typically simulate preferred 
corridors for the eddies shed from 
the Agulhas retroflection, a tendency 
exhibited in the 1/4° Mercator simula-
tion (Figure 2g versus 2e), but one that 
is often much stronger, even in eddy-
resolving models (Barnier et al., 2006).

Even eddy-resolving ocean models 
exhibit significant discrepancies in 
simulating the ocean, for example, 
excessively high SSH variability in the 
northern half of the South China Sea 
(~ 10–20°N, 110–120°E) and maximum 
SSH variability in the Kuroshio region 
that is too far north immediately east 
of Japan in the 1/12° Mercator simula-
tion (Figure 1b). Realistic simulation of 
the Gulf Stream is notoriously difficult, 
including its separation from the coast, 
its pathway to the east, and attaining 
sufficient eastward penetration as an 
inertial jet with associated high vari-
ability (Bryan et al., 2007; Chassignet 
and Marshall, 2008). Because there is 
particular interest in nowcasting and 
forecasting the mesoscale variability in 
this challenging region, Figure 2 includes 
a zoom focusing on the Gulf Stream. 
This zoom is a comparison among 
(a) along-track SSH variability from 
satellite altimeters in four orbits and 
SSH variability from four ocean model 
simulations without data assimilation, 
(b) 1/12° and (c) 1/25° global HYbrid 
Coordinate Ocean Model (HYCOM) 
simulations with climatological forcing, 
and the (h) 1/4° and (d) 1/12° Mercator 
simulations in Figure 1.

West of ~ 69°W, the altimetry depicts 
a narrow band of high SSH variability 
along the Gulf Stream with very low 
variability north of the stream. The 

reader is referred to Hurlburt and Hogan 
(2008) for an explanation of the Gulf 
Stream pathway and the related narrow 
band of high variability in this region, 
plus the dynamics required to obtain 

them. This explanation is strongly 
supported by observational evidence. 
The corresponding variability in the 
1/4° Mercator simulation is character-
istic of eddy-permitting ocean models, 
which tend to simulate an unrealistic 
mean northward meander just east of 
Gulf Stream separation from the coast, 
a phenomenon also seen in some eddy-
resolving simulations (Barnier et al., 
2006; Bryan et al, 2007; Hurlburt and 
Hogan, 2008) and discussed dynamically 
in the third reference. In the same region, 
the 1/12° HYCOM simulation exhibits a 
mean Gulf Stream pathway that is only 
slightly too far south and lies along the 
northern edge of a baroclinically unstable 
recirculation gyre with a narrow north-
south extent (~ 2°) (not shown). This 
gyre is inconsistent with observational 
evidence and gives rise to the unrealisti-
cally large area of high variability in this 
subregion, a general pattern of variability 
also seen in other eddy-resolving ocean 
models without the unrealistic northward 
meander after separation (Bryan et al., 
2007). An eddy-driven mean abyssal gyre 
lies directly beneath the surface gyre and 

is centered over the northwesternmost 
relatively flat topography in the region 
(not shown). The 1/12° Mercator and 
the 1/25° HYCOM simulate the most 
realistic patterns of variability in this 

subregion, but with high variability 
that still extends too far north. In addi-
tion, 1/12° Mercator and 1/25° HYCOM 
simulate a more realistic associated 
mean abyssal circulation (not shown) 
in comparison to observations (Pickart 
and Watts, 1990; Johns et al., 1995) and 
the dynamical explanation presented in 
Hurlburt and Hogan (2008), but simulate 
a key abyssal current near 68.5°W that is 
weaker than observed.

Although the 1/12° HYCOM does 
simulate the high variability associ-
ated with the Mann Eddy (~ 48–40°W, 
40–46°N), otherwise the SSH variability 
in the 1/12° HYCOM and the 1/4° and 
1/12° Mercator simulations is too low 
east of 60°W and even though both 
1/12° HYCOM and 1/12° Mercator simu-
late an eastern nonlinear recirculation 
gyre, both completely miss the high 
SSH variability that wraps around it 
in Figure 2a (~ 57–40°W, 35–41°N), a 
feature discussed in Hurlburt and Hogan 
(2000). In the Year 3 (one-year) mean 
after initialization from climatology, the 
1/25° global HYCOM simulation is spin-
ning up toward a statistical equilibrium 
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for mesoscale variability, but the area of 
high variability is beginning to extend 
east of 60°W and the broader and more 
realistic north-south extent is evidence 
that a strong eastern recirculation 
gyre is forming.

Real-time Verification 
of Nowcast Mesoscale 
Variability Using 
Drogued Drifters
Approximately 1250 drifters drogued at 
15 m are deployed throughout the world 
ocean and report real-time data typically 
16–20 times a day (Lumpkin and Pazos, 
2007; National Oceanic and Atmospheric 
Administration, 2008). Their trajecto-
ries provide a powerful means of visual 
verification of specific features depicted 
in ocean prediction systems nearly 
anywhere in the world ocean. In Figure 3, 
four drifters in the East Australian 
Current (EAC) system are used to 
evaluate the depiction of mesoscale 
variability in the form of currents 
overlaid on SSH. The EAC is a western 
boundary current that is observed to 
be less coherent than other currents, 
such as the Kuroshio, Gulf Stream, and 
Agulhas, and is frequently observed to 
consist of many eddies (Ridgeway and 
Dunn, 2003). The results shown are from 
the Australian BLUElink> operational 
prediction system (Brassington et al., 
2007) and ocean reanalysis system 
(Schiller et al., 2008), which are based 
on the Geophysical Fluid Dynamics 
Laboratory Modular Ocean Model 
version 4 (MOM4) (Griffies et al., 2004) 
and the BLUElink> ocean data assimila-
tion system (BODAS; Oke et al., 2008), 
which uses ensemble optimal interpola-
tion. The BLUElink> system is global, but 
eddy-resolving (1/10°) only in a 90° sector 

surrounding Australia.
Figure 3a and 3b are for the same date 

(March 8, 2007). Figure 3a is from the 
reanalysis that uses a symmetric data 
window about the analysis date, while 
Figure 3b is a nowcast that only uses data 
prior to the analysis time. Both depict 
generally similar mesoscale features, but 
with significant differences. Two of the 
drifters move in tandem for six weeks, 
here circling near the center of an anti-
cyclonic eddy seen in both analyses. A 
third drifter is moving southward past 
Coffs Harbour and Port Macquarie in 
the EAC, again in general agreement 
with both analyses. Figure 3b,c,d depicts 
a sequence of nowcast states one week 
apart (b) March 8, 2007, (c) March 15, 
2007, and (d) March 22, 2007. In 
Figure 3c and 3d, the drifters traveling 
in tandem continue to circle an eddy 
that propagates offshore. The offshore 
propagation is not well captured in the 
nowcast. Instead, it depicts a nearshore 
eddy that propagates southward and an 
offshore eddy that strengthens, and high-
lights a specific instance where forecast 
skill can be significantly shortened when 
encountering complex eddy dynamics. 
The offshore propagation is better repre-
sented in the reanalysis (sequence not 
shown but represented for one date in 
Figure 3a), indicating that for complex 
flows, the real-time observation coverage 
can limit the quality of the nowcast, and 
thus forecast skill as well. The drifter 
in the EAC continues rapidly south-
ward during the first week and shows 
that the nowcast captures the cyclone/
anticyclone pair along the coast between 
34° and 38°S. In Figure 3d, it returns 
toward the north followed by a fourth 
drifter that almost exactly overlays a 
trajectory segment of the third drifter. 

The reversal of the arrow on the fourth 
drifter trajectory indicates a tight loop 
before it subsequently moves toward the 
southeast. Because the drifter data are 
Lagrangian, are available in real time, 
and the trajectory data are generally 
not assimilated by GODAE prediction 
systems, they represent an independent 
data set that can be routinely used for 
rapid assessment of mesoscale mapping 
by ocean prediction systems, especially 
the positioning of mesoscale eddies.

A 10-Day Forecast 
Demonstr ation for the 
Gulf Stream
Despite their shortcomings, the 
1/12° global Mercator and HYCOM 
simulations both exhibit quite real-
istic mean Gulf Stream pathways 
(not shown) that are consistent with 
the present state of the art for eddy-
resolving ocean general circulation 
models with high vertical resolution 
(Bryan et al., 2007; Chassignet and 
Marshall, 2008). In addition, significant 
progress has been made in nowcasting 
and forecasting the Gulf Stream as 
illustrated in Figure 4, where 10-day 
forecasts of current speed (at 15-m 
depth for April 26, 2008) obtained from 
three different Mercator Océan predic-
tion systems are compared with ocean 
color from the Moderate Resolution 
Imaging Spectroradiometer (MODIS). 
All three use the Nucleus for European 
Modelling of the Ocean (NEMO) 
model (Madec, 2008) and the SAM2 
data assimilation scheme based on the 
singular evolutive extended Kalman 
(SEEK) filter (Brasseur and Verron, 
2006), but in the 1/12° Atlantic and the 
1/4° global, the analysis correction is 
applied as a single increment at the time 
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of analysis, while the 1/12° global uses 
an incremental analysis update (IAU) 
applied over the week following the 
analysis date. Two other articles in this 
issue provide additional information 
about GODAE-related ocean prediction 
systems (Dombrowsky et al.) and the 
data assimilation techniques employed 
(Cummings et al.), including Mercator 
and the other prediction systems 
discussed in this article.

It is readily apparent that the 

1/12° eddy-resolving systems depict 
much more mesoscale variability and 
smaller scale features than the 1/4° eddy-
permitting system (Figure 4b,c,d). In 
addition, currents tend to be stronger in 
the 1/12° systems. In the MODIS ocean 
color (Figure 4a), the heavy black line 
is designed to mark the ocean color 
front along the northern edge of the 
Gulf Stream and its initial turn to the 
north (up to 44°N) as the North Atlantic 
Current. This front is overlaid on the 

three model forecasts as are 10-day 
trajectories of drifters drogued at 15 m. 
A strong eddy is depicted near 38°N, 
73°W, close to the location where the 
Gulf Stream separates from the coast. 
This feature is captured only in the fore-
cast by the 1/12° Atlantic system, which 
depicts it as a sharp current meander 
with approximately a 1° displacement 
error in comparison to the overlaid 
front. Three of the drifter trajectories 
lie close to the front, including one that 

Figure 3. Snapshots of SSH in the 
East Australian Current region with 
ocean current vectors and observed 
± 2-day drifter trajectories overlaid. 
All are from the Australian BLUElink> 
global ocean prediction system. This 
system has 1/10° resolution in the 
region around Australia (90°E–180°E, 
75°S–16°N) and uses the Geophysical 
Fluid Dynamics Laboratory Modular 
Ocean Model version 4 (MOM4) with 
multivariate ensemble optimal inter-
polation data assimilation. (a) is from 
a reanalysis that uses data on both 
sides of the analysis date, while (b–d) 
are from the operational real-time 
system that only uses data up to 
the analysis date. (a) and (b) are for 
March 8, 2007, (c) for March 15, 2007, 
and (d) for March 22, 2007.
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indicates a closed circulation within a 
frontal meander. All three show good 
agreement with the front and depict the 
appropriate direction of flow along it, 
except for the oldest data (the end with 
the smallest circles). The three forecasts 
show the Gulf Stream generally flowing 
along the south side of the front with 
varying levels of agreement along the 
pathway, but with similar levels of agree-
ment overall. All three systems also 
depict a current flowing anticyclonically 
along the northern and eastern edge of 

the high chlorophyll feature centered 
near 47°N, 45°W in general agreement 
with the overlaid front. In all three 
systems, current directions are in general 
agreement with the most recent half of 
the drifter trajectories about 60% of the 
time. Thus, despite differences, evidence 
of 10-day forecast skill for specific 
features in the Gulf Stream region 
can be found in the Mercator Océan 
prediction systems by comparing the 
forecasts with the ocean color image and 
drifter trajectories.

Exploring the Time Scale 
for Ocean  Wea ther 
Prediction Skill
The real-time pre-operational 
1/12° global HYCOM prediction system 
(Hurlburt et al., 2008a; Chassignet 
et al., 2009) includes the Navy Coupled 
Ocean Data Assimilation (NCODA) 
(Cummings, 2005) system with multi-
variate optimum interpolation (MVOI; 
Daley, 1991) for data assimilation and 
atmospheric forcing from the Navy 
Operational Global Atmospheric 

Figure 4. (a) Chlorophyll-a concentration latest cloud-free pixel composite from Moderate Resolution Imaging Spectroradiometer 
(MODIS) for the week ending April 26, 2008. The thick black line is the .5 mg m-³ contour, which tends to follow the Gulf Stream 
front. (b–d) 10-day ocean current forecasts at 15-m depth valid on April 26, 2008, from three Mercator Océan prediction systems, 
(b) the 1/12 ° Atlantic and Mediterranean system, (c) the 1/4° global system, and (d) the 1/12° global system, all overlaid with the 
black line from (a) and with 10-day (April 20–29, 2008) trajectories from drifters drogued at 15 m. Drifter speed along a trajectory is 
indicated by the color bar also used for the speed of the forecast ocean currents. The sizes of the circles representing the drifter trajec-
tories decrease with data age.
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Prediction System (NOGAPS; Rosmond 
et al., 2002). Ocean model dynamical 
interpolation skill plays an important 
role in the data assimilation process, a 
topic discussed and illustrated in Shriver 
et al. (2007) and Hurlburt et al. (2008a, 
2009). In Figure 5, the 1/12° global 
HYCOM system is used to investigate 
the feasibility of forecast skill on time 
scales up to a month, well beyond 
the nominal one-week time scale for 
atmospheric predictive skill. Forecast 
skill over the global ocean (in the lati-
tude range 45°S–45°N) and in several 
subregions is illustrated in Figure 5a–f. 
In each panel, three forecasts are veri-
fied using anomaly correlation between 
forecast SSH and the nowcast for the 
same date. The green line shows anomaly 
correlation when analysis-quality atmo-
spheric forcing is used throughout the 
forecast, the red line indicates when 
the atmospheric forcing reverts toward 
climatology after five days (termed 
operational forcing), and the blue line 
represents a forecast of persistence. In 
five regions (Figure 5a–e), the forecast 
skill (anomaly correlation > .6) extends 
well beyond the time scale for atmo-
spheric prediction skill and is only 
moderately degraded by the use of oper-
ational forcing. The Yellow/Bohai Sea 
is a notable exception. In that region, a 
forecast of persistence loses skill in less 
than two days. Skill is also rapidly lost 
when atmospheric forcing reverts toward 
climatology. However, the anomaly 
correlation remains very high as long as 
analysis quality forcing is used.

Hurlburt et al. (2008a) discuss ocean 
prediction skill in relation to classes of 
response to atmospheric forcing. The 
Yellow/Bohai Sea is very shallow. In 
shallow water and the surface mixed 

Table 1. Regional boundaries of the subregions depicted in Figure 5

Subregion name Latitude range Longitude range

Gulf Stream region 35°N–45°N 76°W–40°W

Gulf of Mexico 18.2°N–32.6°N 98°W–79°W

Equatorial Pacific 20°S–20°N 109.1°E–77.2°W

Kuroshio 20.1°N–54.9°N 120.2°E–179.4°W

Yellow/Bohai Sea 30°N–42°N 118°E–127°E

Figure 5. Verification of 30-day ocean forecasts. (a–f) Median SSH anomaly correlation of HYCOM 
forecasts versus forecast length in comparison with the verifying analysis for (a) the global domain 
(45°S–45°N) and five subregions (b–f) defined in Table 1. The red curves verify forecasts using 
operational atmospheric forcing that reverts toward climatology after five days. The green curves 
verify “forecasts” with analysis-quality forcing for the duration, and the blue curves verify forecasts 
of persistence (i.e., no change from the initial state). The plots give median statistics over twenty 
30-day forecasts initialized during the period from January 2004 through December 2005, a 
period when data from three nadir-beam altimeters were assimilated. The same HYCOM forecasts 
and twenty-two 30-day Naval Research Laboratory Layered Ocean Model (NLOM) forecasts 
from June 2001–June 2002 were used to obtain (g–i) median correlation between forecast and 
observed SSH fluctuations from 1/12° HYCOM with operational forcing during the forecast (red 
lines), 1/12° HYCOM with analysis quality forcing for the duration (green lines), 1/16° (blue lines), 
and 1/32° (black lines) NLOM (both with operational atmospheric forcing) at (g) 23 (49) open 
ocean island tide gauge stations for HYCOM (NLOM), (h) 91 (29) coastal tide gauges for HYCOM 
(NLOM), and (i) all 114 (78) tide gauges for HYCOM (NLOM). A 13-day moving average was 
applied to filter time scales not resolved by the altimeter data. Tide gauge SSH data are not assimi-
lated by the ocean prediction systems. Some results are adapted from Hurlburt et al. (2008a) and 
Shriver et al. (2007). Also see Chassignet et al. (2009).
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layer (e.g., SST and mixed layer depth), 
the ocean responds rapidly to atmo-
spheric forcing and the forecast rapidly 
becomes more sensitive to atmospheric 
forcing than the initial state. In contrast, 

mesoscale variability in the deep ocean 
is largely nondeterministic in relation to 
atmospheric forcing due to flow instabil-
ities. Thus, the time scale for predictive 
skill depends more on the quality of the 
initial state, the accuracy of the model 
dynamics, and the time scale of the flow 
instabilities than on the atmospheric 
forcing. Forecast skill in the Gulf of 
Mexico is second most affected by using 
operational forcing because of its broad, 
shallow shelf regions.

The Gulf Stream is particularly 
difficult to forecast and the 10-day 
Gulf Stream forecasts from Mercator 
(Figure 4) are right at the limit of useful 
forecast skill in HYCOM (Figure 5b). 
Earlier, we identified some shortcomings 
in 1/12° global HYCOM and Mercator 
dynamics and simulation skill in the 
Gulf Stream region (without ocean 
data assimilation). Would improved 
simulation skill yield improved forecast 
skill in the region? Based on extensive 
model-data comparisons, Hurlburt and 
Hogan (2000, 2008) demonstrate that 
1/32° (3.5-km resolution) NRL Layered 

Ocean Model (NLOM) simulations 
(without ocean data assimilation) have 
more realistic dynamics and increased 
simulation skill in the Gulf Stream 
region than comparable 1/16° NLOM 

simulations. Correspondingly, the 
1/32° global NLOM prediction system 
yields median 15-day forecast skill in 
the Gulf Stream region (Hurlburt et al., 
2008a). The 1/16° and 1/32° global NLOM 
systems have high horizontal resolu-
tion, but only seven Lagrangian layers in 
the vertical, including the mixed layer. 
Shriver et al. (2007) describe the NLOM 
systems, their assimilation of SSH and 
SST, and their use of NOGAPS atmo-
spheric forcing. The SSH assimilation 
consists of an optimum interpolation 
(OI) deviation analysis from the model 
first guess and an empirical orthogonal 
function regression technique based on 
model statistics to project SSH updates 
downward, including to the abyssal layer 
(Hurlburt et al., 1990) with goestrophic 
balancing outside an equatorial band and 
IAU over a one-day interval. Because 
HYCOM and Mercator are inherently 
more accurate in ocean model design, 
there is opportunity for even greater 
forecast skill in the Gulf Stream and 
other regions, as model resolution is 
increased and improvements are made to 

the models and prediction systems.
There are significant pitfalls in using 

model nowcasts to verify model fore-
casts. For example, decreases in input 
data could lead to apparent increases in 
forecast skill because the evolution of the 
nowcast was less constrained by data. 
In addition, coarser-resolution models 
could demonstrate greater forecast skill 
than finer-resolution models because 
of smoother, larger-scale features that 
became out of phase more slowly. 
However, in these models, persistence 
would also generally indicate greater 
skill, and the spread between the fore-
cast and persistence for a given forecast 
length would be smaller. Therefore, 
when prediction system resolution 
is increased, an increased difference 
between the anomaly correlation of the 
forecast and the (lower) anomaly correla-
tion of persistence is a better indicator of 
increased forecast skill than the anomaly 
correlation of the forecast alone (Shriver 
et al., 2007). In the Gulf Stream region, 
the 1/32° global NLOM system gives a 
37% increase in forecast skill over the 
corresponding 1/16° system based on the 
increased temporal spread between the 
model forecast skill and that of persis-
tence (at an anomaly correlation of 0.6).

In addition, the preceding pitfalls 
highlight the need to use independent, 
unassimilated data sets in assessing 
forecast skill. In Figure 5g,h,i, unassimi-
lated tide gauge data are used to assess 
model skill in forecasting SSH. For this 
purpose, forecast skill is assessed against 
island and coastal tide gauge stations 
separately, as well as combined. HYCOM 
forecasts with both analysis-quality 
forcing (green lines) and operational 
forcing (red lines) are assessed. NLOM 
1/16° (blue lines) and 1/32° (black lines) 

	 …the time scale for “ocean weather” 
predictive skill is influenced by a number of 
factors, such as ocean dynamics, the ability of 
the ocean model to simulate the essential 
dynamics, and atmospheric forcing.

“
”
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forecasts with operational forcing are 
also assessed. A 13-day moving average 
was applied to the SSH time series to 
filter time scales not resolved by the 
altimeter data. Analysis-quality forcing 
has much greater impact on forecast skill 
at the coastal stations than the island 
stations, as expected based on the earlier 
discussion. At the coastal stations, the 
NLOM forecasts are clearly inferior to 
the HYCOM forecasts because NLOM 
does not include shallow water or 
shallow-water dynamics, and the nearest 
HYCOM grid point is generally closer 
to the coastal tide gauge than the nearest 
NLOM grid point. At the island stations, 
the NLOM forecasts appear to have an 
edge over HYCOM, but different time 
periods and some different tide gauges 
were used in assessing HYCOM and 
NLOM forecast skill, so only large differ-
ences are meaningful. In both cases, 
the 1/32° NLOM forecasts generally 
outperform the 1/16° NLOM forecasts, 
confirming the value of increased resolu-
tion based on independent data.

Longer-Range  Forecasts 
of Kuroshio Meanders 
South of Japan
In Figure 5, 1/12° global HYCOM 
demonstrates longer-range forecast skill 
for the Kuroshio region than for the Gulf 
Stream region. As discussed earlier, the 
time scale for “ocean weather” predic-
tive skill is influenced by a number of 
factors, such as ocean dynamics, the 
ability of the ocean model to simulate 
the essential dynamics, and atmospheric 
forcing. In this example, ocean model 
dynamics and the ability to simulate 
them are significant factors. In the Gulf 
Stream region, both 1/12° HYCOM and 
1/12° Mercator (without ocean data 

assimilation) demonstrated deficiencies 
in model dynamics and simulation skill, 
as evidenced earlier in the section on 
“Need For An Eddy-Resolving Ocean 
Model.” In contrast, simulations without 
ocean data assimilation performed 
using the Japanese 1/10° Meteorological 
Research Institute Community Ocean 
Model (MRI.COM) and 1/12° HYCOM 
have demonstrated greater skill in repre-
senting key features of the Kuroshio 
and their dynamics (Tsujino et al., 2006; 
Hurlburt et al., 2008b).

Based on relatively long time scales 
for the evolution of Kuroshio meanders 
south of Japan observed by Ambe et al. 
(2004) (longer than typical of the much 
larger Kuroshio region used for HYCOM 
forecast verification in Figure 5e) plus 
the 1/10° MRI.COM simulation skill 
and realistic dynamics for such features 
demonstrated by Tsujino et al. (2006), 
Usui et al. (2006) used this model to 
investigate the potential for longer-
range forecasts of these features. In 
particular, they performed a hindcast 
and 138 90-day forecasts initialized 
from the hindcast on the first day of 
each month from February 1, 1993 to 
July 1, 2004. The model domain covers 
a large part of the northwestern Pacific 
(15°N–65°N, 117°E–160°W) with resolu-
tion of 1/6° to 1/10°, and 1/10° resolution 
covering 15°N–50°N, 117°E–160°E. 
This model is nested in an MRI.COM 
Pacific model spanning 15°S–65°N 
with 1/2° resolution. Both have 54 levels 
in the vertical and use a multivariate 
three-dimensional variational (3DVAR) 
analysis scheme to assimilate along-track 
satellite altimeter data and tempera-
ture and salinity profiles. The reader is 
referred to Dombrowsky et al. (2009) for 
more information about the prediction 

systems, Tsujino et al. (2006) for more 
information about the model, and Usui 
et al. (2006) for more information about 
the analysis and data assimilation.

For the purpose of the 90-day fore-
cast, a relatively long data window 
(one-third of a month) is used for each 
3DVAR analysis and the IAU technique 
of Bloom et al. (1996) is used to update 
model fields over the same period as the 
data window, an approach that tends to 
suppress short time scales compared to 
1/12° global HYCOM that uses a one- to 
three-day data window and a six-hour 
IAU window to update the model. In 
addition, analysis-quality atmospheric 
forcing from the National Centers for 
Environmental Prediction (NCEP2) 
reanalysis (Kanamitsu et al., 2002) was 
used for the hindcasts and for the dura-
tion of the 90-day forecasts.

Figure 6 depicts (a) the initial state 
plus (e) 25-day and (f) 55-day fore-
casts of the development of the largest 
Kuroshio meander that occurred south 
of Japan during the 1993–2004 time 
period of the study. The success of this 
forecast is verified by the corresponding 
data-assimilative hindcast state in 
Figure 6b and 6c. Typically, the skill of 
the 138 forecasts lasts 40–60 days, as 
demonstrated by comparing the average 
RMS error of the forecast SSH to error 
obtained from forecasts of persistence 
or climatology (Figure 6d). In each 
case, the hindcast was used as the truth. 
Some degradation of forecast skill would 
be expected if operational rather than 
analysis-quality atmospheric forcing was 
used during the 90-day forecasts, as seen 
in Figure 5, a decrease yet to be assessed.

As independent validation, hind-
cast near-surface velocity fields were 
compared to unassimilated acoustic 
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Doppler current profiler (ADCP) 
measurements along 137°E south 
of Japan. The correct location of the 
Kuroshio and much of the mesoscale 
eddy field is depicted in the example 
shown in Figure 7. The correlation 
between the zonal (meridional) velocity 
components is 0.84 (0.47). The preceding 
indications that the assimilation system 
is able to realistically represent both 
velocity and SSH are prerequisite for 
it to represent Kuroshio-eddy interac-
tion and baroclinic instability processes 
associated with the development of 
the Kuroshio large meander, dynamics 
investigated by Tsujino et al. (2006) 
using the same model without data 
assimilation and by Usui et al. (2008a,b) 
using the data-assimilative 1993–2004 
hindcast experiment.

SST Forecasting 
Using Eddy-Resolving 
Ocean Models
In the future, it is likely that global ocean 
prediction systems will become compo-
nents of Earth system prediction models 
(coupled atmosphere, ocean, ice, surface 
wave, land, and hydrological models) to 
greatly expand the predictive capability 
for the earth’s environment and increase 
the time scale for useful predictive skill. 
Therefore, accurate SST nowcasting 
and forecasting is a particularly crucial 
capability for global ocean prediction 
models. Eddy-resolving global ocean 
prediction systems are advantageous for 
this application because of their ability 
to accurately map sharp ocean fronts 
and resolve the response to hurricanes 
and regions of coastal upwelling. Ocean 

model SST can also respond to tran-
sient atmospheric forcing and provide 
estimates (a) in areas of precipitation 
and cloud cover, (b) under high and low 
wind conditions, (c) of diurnal varia-
tions, and (d) of surface layer entrain-
ment and mixing.

Figure 8 presents an assessment of 
1/12° daily weeklong SST forecasts by 
Mercator with forcing from the European 
Centre for Medium-Range Weather 
Forecasts atmospheric forecasts. Using 
comparisons to the corresponding 
nowcast as the metric, the one-day 
forecast error is small over most of the 
domain but relatively large along the Gulf 
Stream, a region with large SST gradients 
and high variability. After one week, 
relatively large error tends to be found 
along coastlines and in the region of 

Figure 6. Prediction of the 2004 
Kuroshio Large Meander in the 
Japan Meteorological Agency-
Meteorological Research Institute 
(JMA-MRI) assimilative model. 
Panels (a–c) and (e–f) show the 
near-surface speed and velocity 
vectors. (a) Initial condition on 
July 1, 2004, (b) analysis on July 
25, 2004, (c) analysis on August 
25, 2004, (e) 25-day forecast valid 
July 25, 2004, and (f) 55-day fore-
cast valid August 25, 2004. Units 
of the color bar are cm s-1 and the 
reference vector in panel (c) is 
120 cm s-1. Panel (d) is a predict-
ability diagram showing RMS SSH 
error as a function of forecast 
length based on 138 forecasts 
over the time frame 1993–2004. 
RMS SSH error is calculated over 
the region 131°–140°E, 30°–35°N 
south of Japan. Blue line: model 
forecast. Red line: persistence. 
Broken line: mean SSH variability, 
the error from using climatology 
as a forecast.
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equatorial Atlantic upwelling. Upwelling 
is also prevalent in the area of large error 
just to the north along the coast of Africa 
(as well as other locations). The area 
of large SST error in the open Atlantic 
around 60°W, 30°N is the consequence 
of a hurricane and error in the forecast 
hurricane track. Figure 8c shows that, 
overall, the error in the SST forecasts is 
quite small and the forecasts are clearly 
superior to a forecast of persistence, 
the present approach used for SST in 
atmospheric forecast models. At present, 
the SST analyses used in atmospheric 
prediction systems are independent of 
an ocean model (see Donlon et al., 2009, 
about such analyses) and it is essential 
that SST nowcasts and forecasts by an 
ocean model demonstrate superiority 
over this approach. Success in predicting 

SST depends heavily on the accuracy 
of the forecast atmospheric forcing and 
the ability of the parameterized physics 
used in the surface boundary layer of 
the ocean model to accurately repre-
sent key features, such as mixed layer 
depth, vertical temperature and salinity 
structure below the base of the mixed 
layer, and SST (Csanady, 2001; Kara and 
Hurlburt, 2006). In addition, it is neces-
sary to include the effects of skin versus 
bulk SST under low wind conditions.

Coastal Region Prediction 
Using La rge-Scale 
Eddy-Resolving Ocean  
Prediction Systems
Another important attribute of eddy-
resolving global and basin-scale ocean 
models is their ability to provide useful 

resolution in coastal regions. These 
regions are of greatest interest to a 
majority of prediction system users. 
In addition, the eddy-resolving, large-
scale models play an essential role 
in providing initial background and 
boundary conditions to even higher-
resolution regional and coastal models 
that may include such capabilities as 
tides (with the tidal boundary conditions 
from a separate source) or an ecosystem 
component. Here, we use results from 
the Australian global BLUElink> system, 
described earlier, to illustrate the ability 
of an eddy-resolving prediction system 
to nowcast and forecast coastally trapped 
waves along the coast of Australia.

Figure 9a,b illustrates the impact of 
two coastally trapped waves on SSH 
and coastal currents as they propagate 

Figure 7. A comparison of near-surface 
velocity fields between independent 
acoustic Doppler current profiler observa-
tions collected during May 18–30, 2001, 
and the JMA-MRI assimilation experiment 
averaged over the same time interval. 
Panel (a) shows current vectors south of 
Japan, while panels (b) and (c) are zonal and 
meridional velocity along 137°E, respec-
tively. The red (black) vectors and lines are 
the observations (assimilation experiment). 
The correlation coefficient of the zonal 
(meridional) velocity between the two data 
sets is 0.84 (0.47), based on eight repetitions 
of the line over the period 2001–2004. 
Units are cm s-1, and the reference vector in 
panel (a) is 100 cm s-1.
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eastward along the south coast of 
Australia. These features are largely 
initiated by wind stress aligned such 
that a significant component of the mass 
transport accumulates at the coast. In 
the examples shown, storm surge is 
initiated by atmospheric cold fronts that 
propagate eastward from the Southern 
Ocean though the Great Australian 
Bight. Figure 9b is particularly inter-
esting because it illustrates the bifurca-
tion of a coastally trapped wave as it 
reaches the Bass Strait, which separates 
the Australian mainland and the island 

of Tasmania. The Bass Strait is shallow 
and the portion of the wave propagating 
in shallow water passes through the 
strait, while the portion lying over deep 
water, farther offshore, passes south of 
Tasmania. At the same time the deep 
water coastally trapped wave reached the 
Derwent River (in southeast Tasmania), 
sea level was further amplified by a local 
storm. The superposition of the coast-
ally trapped wave and the local storm 
surge is not represented in traditional 
storm surge models.

Remote coastally trapped waves 

impact the currents, temperature, and 
salinity as well as sea level and are 
baroclinic phenomena not included in 
barotropic tide and storm-surge models. 
The Australian Bureau of Meteorology is 
using the BLUElink> system to maintain 
a monitoring and forecast capability 
for these features that is verified by 
10 tide gauge stations around Australia 
(Figure 9c). Figure 9d shows nowcast 
(day 0) and forecast verification statistics 
for up to six days at these 10 stations. This 
example illustrates the value of eddy-
resolving global and basin-scale ocean 

Figure 8. Spatial distribution of 
RMS error for (a) the one-day and 
(b) the seven-day SST forecasts 
from the operational 1/12° Atlantic-
Mediterranean Mercator prediction 
system. Time evolution of the SST 
error growth in comparison to persis-
tence is shown in (c). The statistics 
were computed from the forecasts 
over the four-month time period 
June–September 2008.
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prediction systems in providing crucial 
input for nested coastal models with even 
finer resolution, in this case coastally 
trapped waves that may originate outside 
the coastal model domain and propagate 
in through boundary conditions from the 
larger-scale model. Some of the longest 
and strongest coastally trapped waves are 
initiated in the equatorial wave guides of 
all three equatorial oceans and become 
coastally trapped waves upon reaching 
the eastern boundary, with those stem-
ming from El Niño in the Pacific Ocean 
the best known example.

Other baroclinic phenomena that 
can also affect coastal sea level, currents, 
and temperature and salinity include 
boundary currents, eddies, upwelling/
downwelling westward-propagating 
Rossby waves, hurricanes, and flows 
through straits. The ocean prediction 
system has the advantage that it can 
provide a total nontidal sea level with 
currents and temperature and salinity 
available from every forecast rather 
than as an event-based service, which 
may miss large anomalies composed 
of multiple, superposed processes. The 

inclusion of external and internal tides 
in ocean prediction systems is a leading-
edge topic and a significant challenge for 
ocean data assimilation of SSH. In the 
interim, a total sea level product can be 
obtained by combining highly accurate 
and tuned tidal harmonics with model 
predicted nontidal sea level.

Summary and Conclusions
The feasibility of global and basin-scale 
high-resolution analyses and forecasts 
at the mesoscale has been illustrated by 
demonstrating several key capabilities. 

Figure 9. (a,b) Operational 
BLUElink> snapshots of two 
different coastally trapped 
waves propagating eastward 
along the south coast of 
Australia on (a) October 28, 
2007, and (b) August 9, 2007. 
Panel (a) depicts SSH and 
(b) depicts SSH with current 
vectors overlaid. Panel (c) 
marks the locations of 10 tide 
gauge stations used in verifying 
(d) nowcasts (day 0) through 
six-day forecasts of coastally 
trapped waves.
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The first was a demonstration of eddy-
resolving global ocean modeling without 
ocean data assimilation, because an 
eddy-resolving model that performs well 
is a key component of a global prediction 
system for mesoscale ocean features, a 
point verified in subsequent examples. 
Nowcasting and forecasting of mesoscale 
variability by assimilation of satellite 
altimeter data is a key capability demon-
strated in multiple examples, including 
the capability to verify specific mesoscale 
features using independent data and an 

exploration of the time scale for oceanic 
predictive skill in different dynamical 
regimes. Forecast skill on time scales up 
to about one month was demonstrated 
for mesoscale variability. A mesoscale 
example where even longer-range skill 
is possible was also demonstrated. Using 
forecast atmospheric forcing, forecast 
skill of at least one week was demon-
strated for SST. That capability is essen-
tial for future coupled ocean-atmosphere 
prediction. Finally, nowcast/forecast skill 
was demonstrated in coastal regions for 
coastally trapped waves. That capability 
is especially important for user applica-
tions and for nested coastal models with 
even higher resolution. At present, tidal 
boundary conditions must be provided 
separately, but work has begun to include 
external and internal tides as an option 

in future eddy-resolving global ocean 
prediction systems.

Although many of the results 
presented here are from reanalyses 
or hindcasts using historical data and 
archived atmospheric products, most 
of the ocean prediction systems them-
selves run routinely in an operational 
or pre-operational mode in real time 
or near-real time. The exceptions are 
1/12° global Mercator and 1/25° global 
HYCOM, which provide demonstrations 
of future capabilities.
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